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#### Abstract

This paper describes a strategy for estimating chronological age of individuals based on age indicators of X-ray of the hand and the third molar tooth. The great majority of studies in the field provide group-wise data of different formats, which makes them difficult to compare and utilize in a model. In this paper, we have provided a framework to utilize different types of data formats to build a common model for estimating chronological age. We used transition analysis to describe the relationship between the age indicators and chronological age. Further, likelihood ratio weight of evidence and posterior distribution of chronological age were used to model the distribution of chronological age given the observed age indicators. Being able to utilize such a large amount of data, with different data formats, from different studies, as presented in this paper improves previous age estimation methods.
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## Introduction

The estimation of chronological age ${ }^{1}$ is an important issue in several forensic fields. In forensic anthropology, the remains of bones and teeth have been used to assess chronological age. Estimating the chronological age of dead bodies or trace samples is important forensic applications, while the estimation of age in living individuals is the largest field in terms of publications. In the latter category, age assessment of adolescent asylum seekers is most important in the western world. In these cases, age estimation is commonly based on development of the

[^0]skeleton or teeth [1]. Traditionally, an X-ray of the hand and wrist is the most widely applied method to assess skeletal development. When it comes to dental age assessment, a panoramic X-ray of all teeth is commonly performed. In the late teens, the third molar is usually the only tooth still in development. This paper focuses on the two grading systems that are arguably the most used in the field: the Greulich and Pyle (GP) atlas for X-ray of the hand and wrist [2] and Demirjian's grading of the third molar tooth [3, 4]. Based on these techniques, our goal was to build a model to estimate the chronological age for an individual with an observed age indicator (separately for each systems, or combined). Gelbrich et al. [5] studied the development of teeth and skeleton of the same individuals, showing that the two variables appear to be independent given chronological age. Other studies also support this finding [6, 7]. This simplifies the combination of results from the two grading systems and thereby obtaining more accurate estimates. Dahlberg et al. [8] and Rolseth et al. [9] recently performed comprehensive systematic reviews of age estimation based on the GP atlas for X-ray of the hand and Demirjian's grading of the third molar, respectively. We utilize many of their identified studies in the present work.

Many studies estimate chronological age using the conditional age distribution of given age indicators directly. However, the estimation of chronological age with this representation points in the direction of (or mimics) the chronological ages of the individuals included in the study [10]. The solution offered by Boldsen et al. [11] was to calculate the probabilities of observing
different age indicators given chronological age. To build such a model, individual-based information is typically needed (that is both the age indicator and chronological age for every individual). However, many studies only report group-wise data. In this paper, we provide a framework for utilizing such group-wise information in the model.

There are two typical frameworks for chronological age information: (1) estimating the conditional distribution of chronological age given the observed age indicators and (2) estimating an evidential value of the observed age indicators as a likelihood ratio [12, 13] value where two hypotheses involving chronological age are compared. The former framework (1) is also referred to as "the two-step approach" by Konigsberg et al. [14]. In this approach, the likelihood of chronological age for a given age indicator is estimated, and Bayes' theorem is applied to return the posterior distribution of chronological age given age indicator. This strategy requires that a prior distribution of chronological age is defined. The second framework (2) does not require the definition of such a prior distribution, but a construction of two hypotheses, $H_{1}$ and $H_{2}$. The likelihood ratio indicates whether the data support hypothesis $H_{1}$ over $H_{2}$, or vice versa. In this paper, these hypotheses distinguish whether an individual is above or below a threshold of $T$ years of age. This is of particular of importance in relation to asylum seekers where the authorities typically use a threshold $T=18$ years to define adulthood.

The method part of this paper is comprehensive: First, we provide a framework to impute individual-based information used for further modeling. Second, we suggest different candidate models for estimating the probability of age indicators given chronological age, for the hand and tooth methods. Third, we present the evidential and predictive values for different age indicators for the two methods, and the methods combined.

## Material and data

Dahlberg et al. [8] performed a systematic review considering the GP atlas grading system based on hand skeleton while Rolseth et al. [9] addressed studies considering Demirjian's stage system based on third molar teeth. Data from studies included in these two comprehensive reviews were extracted. In addition, authors were contacted and asked to provide individual level data. An overview of all the considered datasets is given in Table 1.

For our analyses, we only included individuals with skeletal age at least 10 (hand) and the lower left third molar tooth. The age indicators for the GP system (the hand method) are presented as in the GP atlas [2], given as skeletal ages (SAs) $(10,11,11.5,12.5,13,13.5,14,15,15.5,16,17,18$, and 19) for males and ( $10,11,12,13,13.5,14,15,16,17$ and 18) for females. For Demirjian's stage system (the tooth formation classification system), the eight letters (A, B, C, D, E, F, G, and H ) are given for both sexes. The age indicators for both
systems are ordered (for a given individual), meaning that the hand or teeth development cannot reverse as an individual gets older.

A challenge with many of the datasets in Table 1 is that we only have access to individual-level data for about half of the studies (i.e., the type 1 format). The other studies instead present summary statistics based on the individual-based information only (type 2 and type 3 format; see Supplementary material section "A Data material" for detailed examples). For these studies, we impute the individual-based information using summary information from the publications. The number of samples in total is 4082/4513 (males/females) for the tooth method and 1724/1154 samples for the hand method.

## Methods

We assume the data from each study to be independent and follow the same underlying model (i.e., all studies are assumed to have the same parameters). This causes the final model to smooth out the information between the studies with respect to their sample size (giving "study-averaged" inference). To investigate the contribution from each study, we made comparison plots which show the non-parametric estimates of the age indicator probabilities (for given chronological age) per study and over all studies (see Supplementary material section "B. 2 Stage probabilities as a function of age per study" for results). We return to this topic in the discussion.

## Imputing individual-based data information

The studies with type 2 format present data as frequency tables, giving the number of individuals between integer age ranges (for instance between 12.00 and 12.99 years) corresponding to a specific age indicator. We assume that chronological age (for these individuals) is uniformly distributed within the specified age ranges. The study with type 3 (Chaumoitre et al. [19]) presents data as summary statistics in terms of number of individuals and mean and standard deviation of the chronological ages for a given age indicator. This study investigated the distribution of chronological age for given specific SAs (the age indicator for hand) and suggested that these were approximately normally distributed.

The model for imputation of individual data may be formulated more concisely in mathematical language:

- Type 2: chronological age of individuals in age range $[a, a+1)$ at age indicator $S=s$ is distributed as Uniform $(a, a+1)$.
- Type 3: chronological age of individuals at age indicator $S=s$ is distributed Normal( mean $\left._{s}, s d_{s}\right)$, where mean ${ }_{s}$ and $s d_{s}$ are the mean and standard deviation from the tables.

Table 1 The number of individuals from different studies in the literature. The column "Format" is the format of how data is presented: type 1 is individual-based (private communication); type 2 gives the number of individuals within an integer age range having a specific age
indicator; and type 3 data presents the mean and standard deviation of chronological age for a group of individuals with a specific age indicator. The column "Age span" gives the lower and upper chronological age (in filled years) observed in the dataset

| Method | Format | Study | Males | Females | Country |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Tooth | Type 1 | Malta dataset | 553 | 650 | Malta |
| Tooth | Type 1 | South China dataset | 682 | 617 | China |
| Tooth | Type 2 | Lee (2009) [15] | 786 | 964 | South Korea |
| Tooth | Type 2 | Johan (2012) [16] | 540 | 539 | Malaysia |
| Tooth | Type 2 | Duangto (2017) [17] | 872 | 983 | Thailand |
| Tooth | Type 2 | Li (2012) [18] | 649 | 760 | China |
| Hand | Type 1 | Santos (2011) | 136 | 94 | Portugal |
| Hand | Type 1 | VanRijn (2001) | 178 | 197 | Netherlands |
| Hand | Type 1 | Zafar (2010) | 165 | 64 | Pakistan |
| Hand | Type 1 | Tise (2011) [20] | 359 | 126 | Italy |
| Hand | Type 3 | Chaumoitre (2016) [19] | 886 | 673 | France |

A complete dataset is created by generating chronological age for individuals representing the type 2 and type 3 format data, and adding these to the type 1 individual data.

## Models for stage probabilities

We aim to estimate the stage probabilities $\operatorname{Pr}(S=s \mid$ Age $=a)$ as a continuous function of chronological age $a$ based on the study data. One simple non-parametric estimate for $\operatorname{Pr}(S=s \mid$ Age $=a$ ) would be to consider the proportion of individuals in the age segment $[a-b, a+b]$ which are in stage $s$ for a given chronological age $a$ and specified bandwidth $b: \frac{x_{s}(a)}{\sum_{s} s_{s}(a)}$ where $x_{s}$ is the number of individuals having stage $s$ in the age segment. Such a model could lead to overfitting if not carefully selected by applying cross-validation techniques. We only use this model type to provide a graphical examination of model validity for other parametric model suggestions (this has also been suggested previously $[11,14]$ ).

Since the age indicators based on the hand or teeth methods are non-reversible as chronological age increases, it would be reasonable to assume that the age indicators are ordinal discrete variables. Also important, the individuals will "pile up" at the last indicator (the end stage) as chronological age increases. A parametric model family which considers such variables is called "transition analysis" [11]; it models the passage of individuals from a given development stage to the next higher stage in an ordered sequence [14]. We abbreviated this to "transition model." In the next section, we present different candidate models of this type.

## Candidate models and model selection

In this paper, we define variants of the models as presented by Boldsen et al. [11]. We consider both a proportional-odds
cumulative model and a continuation-ratio model, in which the probability of observing one of the ordinal stages given chronological age is defined differently (see "Appendix A. 1 Candidate models" for details) [21]. For these two model types, we use either a logit link or a probit link. Konigsberg et al. [14] suggested that the chronological age variable is logtransformed before being applied in order to model asymmetry. Motivated by this, we allow the data to decide the transformation of the chronological age variable by raising it to the power of an extra parameter (see "Appendix A. 1 Candidate models"). We define the linear predictor to consist of an intercept parameter for each transition between two stages and a common slope parameter as part of the age variable. To infer the candidate models, we apply the function vglm from the Rpackage VGAM (version 1.0-3) [22, 23].

The considered candidate models have the same number of parameters, such that the final chosen is the one which fits the observed data best, i.e., the one with largest maximum likelihood value. The model which fits best based on 100 generated complete datasets is chosen. This procedure is carried out for each method (hand and tooth) and sex (males and females) separately. Hence, the outcome is four selected models.

## Model validation

The purpose of model validation is to investigate whether the fitted model is adequate for the observed data. The model describes the stage probabilities as a function of chronological age, and we are interested in whether these probabilities are representative for given ages. We first performed an exploratory goodness-of-fit analysis, where we performed a likelihood ratio test for each stage and each integer of chronological age (plus/minus a half year). The $p$ values for these tests were calculated exactly (see "Appendix A. 2 Details of the likelihood
ratio test statistics and the calculation of the $p$ value" for details). After, we performed likelihood ratio tests for each integer of chronological age (over all stages). The $p$ values from these tests were estimated with bootstrap using 100,000 iterations. Details of these analyses are given in the Supplementary material section "C Exploratory goodness of fit." Last, we calculated goodness-of-fit statistics for the whole transition model based on the Lipsitz test where individuals were categorized into ten almost equally sized groups [24, 25] (see "Appendix A. 3 Details of the Lipsitz test statistics and the calculation of the $p$ value" for details). We present the 5,50, and $95 \%$ quantiles of the $p$ values (from this test) over 1000 simulated datasets (to take into account that some data types are generated). The Lipsitz test is suitable to use for ordinal regression models when only continuous covariates are considered [24,26].

## Combining age indicators for independent methods

Because of the great biological variability affecting the hand and tooth methods, it is desirable to combine these in order to obtain a more precise estimate of chronological age. With the assumption that the age indicators for the hand and tooth are conditionally independent, given the information about the chronological age, we can present the joint distribution of observing a skeletal age for hand, and a development stage for tooth as a product of the stage probabilities for each tooth and hand separately: $\operatorname{Pr}($ skeletal age $=s$, tooth stage $=t \mid$ Age $=a)=\operatorname{Pr}($ skeletal age $=s \mid \operatorname{Age}=a) * \operatorname{Pr}($ tooth stage $=$ $t \mid$ Age $=a$ ). This requires the X-ray pictures of the hand and tooth to be taken approximately at the same time (for the same individual). The formula implies that we can use the fitted models for the two methods separately to model the combined information.

## The predictive/evidential value of an observed age indicator

Our aim is to describe the predictive/evidential value of chronological age for a new individual based on observed age indicator(s) such as skeletal age or/and tooth stage. In this section, we present two different approaches: first the evidential value in terms of likelihood ratio, and then the predictive value in terms of posterior distribution of chronological age.

## Likelihood ratio as weight of evidence

In forensic science, the recommended format to present results is in terms of weight of evidence where two hypotheses are compared [27, 28]. The common statistical measure for this weight is called the likelihood ratio (LR). We compare two hypotheses related to chronological age:
$H_{1}$ : The chronological age is more than $T$ years.
$H_{2}$ : The chronological age is less than or equal to $T$ years.
We calculate the likelihood ratio as $\mathrm{LR}=\frac{\operatorname{Pr}\left(\operatorname{data} \mid H_{1}\right)}{\operatorname{Pr}\left(\text { data } \mid H_{2}\right)}$. Hence, the LR value itself depends on a specified probabilistic model for the data (i.e., the observed stage indicator(s)). For an observed stage $s$,

$$
\mathrm{LR}=\frac{\max _{a} \operatorname{Pr}(S=s \mid a>18 y)}{\max _{a} \operatorname{Pr}(S=s \mid a \leq 18 y)}
$$

where the probabilities under each of the hypotheses are maximized under the corresponding assumptions. If LR is greater than 1 , this supports that the hypothesis $H_{1}$ is true, whereas if LR is less than 1 , this supports that the hypothesis $H_{2}$ is true. If the LR is close to 1 , the evidence is neutral. We consider a verbal scale [28] for the LRs as shown in Table 2. This makes it easier to understand the importance of the LR numbers. More theory about likelihood ratios can be found in [12].

## The conditional distribution of chronological age given age indicator

In this section, we apply a Bayesian approach to yield the conditional distribution of chronological age given an observed age indicator. This approach requires a prior distribution of chronological age to be specified (see section "The choice of the prior distribution of chronological age"). The prior is combined with the fitted stage probabilities given chronological age so that a posterior distribution of chronological age is obtained:

$$
\begin{aligned}
\operatorname{Pr}(\text { Age }=a \mid \text { Stage }=s)= & \operatorname{Pr}(\text { Stage }=s \mid \text { Age }=a) \\
& \times \operatorname{Pr}(\text { Age }=a) \times c
\end{aligned}
$$

where $c$ is a normalization constant such that the area under the distribution $\operatorname{Pr}(\mathrm{Age}=a \mid$ Stage $=s)$ sums to 1 . Based on the

Table 2 The verbal equivalents to likelihood ratio values (LRs), where the LRs within the intervals mean that the evidence give "verbal scale" support to $H_{1}\left(\right.$ over $\left.H_{2}\right)$

| Likelihood ratio value | $1-10$ | $10-100$ | $100-1000$ | $1000-10,000$ | $10,000-1$ mill. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Verbal scale | Weak | Strong | Moderately strong | Strong | Very strong |

posterior distribution, we are interested in calculating the following statistics:

1. The $(1-\alpha) \times 100 \%$ prediction interval (i.e., credibility interval) of chronological age given the observed age indicator, with the interval $I=[L, U]$ defined as the $\frac{\alpha}{2}$ and 1 $-\frac{\alpha}{2}$ percentiles:
$\operatorname{Pr}($ Age $\leq L \mid$ Stage $=s)=\frac{\alpha}{2}$
$\operatorname{Pr}($ Age $\leq U \mid$ Stage $=s)=1-\frac{\alpha}{2}$
2. The (posterior) probability that chronological age is below $T$ years, i.e.
$P=\int_{0}^{T} \operatorname{Pr}($ Age $=a \mid$ Stage $=s) d a$

For the first statistic, we consider both $\alpha=0.05$ and $\alpha=$ 0.25 for comparison, giving a $95 \%$ and a $75 \%$ prediction interval. ${ }^{2}$ For the second statistic, we consider the age thresholds $T=16$ and $T=18$ years, since these age thresholds are particularly important for asylum seekers. However, we emphasize that other percentages and age thresholds can be selected, depending on the application.

## The choice of the prior distribution of chronological age

As mentioned, the Bayesian approach requires that a prior distribution of chronological age is specified. Such a prior describes the uncertainty of chronological age before obtaining skeletal age or tooth stage information, and hence, it is subjective. Choosing an appropriate prior is an important part of the Bayesian framework, where relevant data (possibly based on alternative sources) should be considered [29], e.g., expert opinions for each individual, or the frequency of occurrence in a population. However, such information is often not available. Choosing an evenly distributed prior (uniform) is sometimes referred to as a flat prior. ${ }^{3}$ Different authors have considered other types of priors, such as a distribution around the age threshold of interest [30] or a distribution around the stated age [5] of the individual to be predicted.

The purpose of this paper is to provide an "up-to-date" unbiased description of the distribution of chronological age for given stages. As an example, we define the prior to be uniformly distributed ranging from age 7 up to 21 years. The upper age limit of 21 years is set to be the same for all methods and both sexes to make the results comparable. Importantly, the upper age limit is essential for the resulting

[^1]effects since a higher defined age limit would provide higher prediction intervals and higher probabilities of being above a certain age threshold. These effects are also investigated in terms of a sensitivity analysis.

## Choosing statistics based on the generated datasets

For each of the statistics in "Likelihood Ratio as weight-ofevidence" and "The conditional distribution of chronological age given age indicator" sections, there are $M$ values based on $M$-generated complete datasets. Based on these $M$ values, we use the 5 or the $95 \%$ quantile to get only one value. For the prediction interval statistic $I=[L, U]$, the $5 \%$ quantiles of the $M L$-values are chosen as the lower limit, while the $95 \%$ quantiles of the $M U$ values are chosen as the upper limit. This gives the interval. For the probability of being below $T$ years, the resulting statistic is estimated as the $95 \%$ quantile of the $M P$-values. For the LR weight-of-evidence statistics, the $95 \%$ quantile of the $M$ LRvalues is used if the $5 \%$ quantile is at least 1 , whereas the $5 \%$ quantile of the $M$ LR-values is used if the $95 \%$ quantile of LR is less than 1 ; otherwise, the LR is set to 1 . Missing individual data will widen the prediction interval, as is reasonable, or increase the probability of being below $T$ years, or pointing the LR towards 1 (leading to a more neutral evidentiary weight).

## Results

## Model selection and model validation

## Selected model

Different candidate models for describing the stage probabilities as a function of chronological age (as described in "Appendix A. 1 Candidate models") were fitted using maximum likelihood estimation. For each candidate, the sum of the 100 maximum likelihood values (one per generated dataset) were calculated, and the candidate model with highest sum was selected.

Table 3 gives an overview of the models selected to describe the stage probabilities as a function of chronological age, for the different methods (hand or tooth) and sexes (males or females). We found that the proportional-odds cumulative model (with logit link function) with no transformation of age fitted the data best for the hand method (both sexes). Hence, the skeletal age stage probabilities are estimated to be symmetrical as a function of chronological age (except for the first and last stages). For tooth, a continuation-ratio model with a square root transformation of age fitted the observations best. Here, the link functions logit and probit fitted best for males and females respectively. The fitted models differ in that the females have wider upper tails for chronological age, indicating that there is more variation of the ages in which females transition to the next stage (particularly from stage D ), compared to males.

Table 3 The best fitting candidate models for each method and sex

| Method | Sex | Age-transformation | Model type | Link function |
| :--- | :--- | :--- | :--- | :--- |
| Hand | Male | Age $^{1}$ | Proportional-odds cumulative | logit |
| Hand | Female | Age $^{1}$ | Proportional-odds cumulative | logit |
| Tooth | Male | Age $^{0.5}$ | Continuation-ratio | logit |
| Tooth | Female | Age $^{0.5}$ | Continuation-ratio | probit |

## Model validation and goodness of fit

The first part of the model validation was carried out as an exploratory analysis where we investigated the calculated $p$ values from the goodness-of-fit statistics for each integer of chronological age (from 7 to 27 years ${ }^{4}$ ) for each stage (see Supplementary material section "C Exploratory goodness of fit" for more details). From this analysis, we found that the fitted transition models (for each methods and sexes) were adequate for the observations for most stages and ages. We highlight the most important situations where this was not the case:

- Hand-males:
$S A=11.5:$ fewer individuals than expected at age 11
$S A=13$ : two to three individuals observed at age 17 (high age). More individuals than expected at age 14
$S A=13.5$ : more individuals than expected at age 11
$S A=16:$ more individuals than expected at age 13
$S A=17:$ more individuals than expected at age 17
$S A=18:$ one individual observed at age 12 (very low age)
- Hand-females:
$S A=12:$ fewer individuals than expected at age 11 $S A=14:$ one individual observed at age 9
- Tooth-males:

Stage E: one individual observed at age 26 (very high age) Stage $G / H$ : more/fewer individuals than expected at age 23-24

- Tooth-females:

Stage C: one individual observed at age 23 (high age) Stage D: zero to three individuals observed at age 9 (low age)
Stage G: one individual observed at age 13 (low age) Stage H: one individual observed at age 13 (low age)

[^2]There are also other less important situations (because of limited amount of samples) where the models tended not to be adequate. A full overview of the situations, together with graphical representations of the differences, can be found in Supplementary material section C.

In the second part, we calculated the $p$ values for the Lipsitz test. The ( 5,50 , and $95 \%$ ) quantiles of the $p$ values were given as follows: hand/males: [3e-7, 4e-4, 0.04]; hand/females: [3e$8,6 \mathrm{e}-5,0.01]$; tooth/males: [2e-05, 0.006, 0.1]; and tooth/females: [2e-06, 0.001, 0.07]. Hence, the $p$ values from the Lipsitz tests indicate that the models (as a whole) are not adequate for the observations (considering rejection level $5 \%$ for the median $p$ values). By comparing the $p$ values, we find that the models for tooth fit better than the models for hand.

## Evidential/predictive value of observed stages

To provide the statistics described in "Choosing statistics based on the generated datasets," we generated $M=1000$ complete (simulated) datasets and stored the $M=1000$ stage probabilities (for all stages) for the chronological ages $a=$ $7.00,7.01, \ldots, 20.99,21.00$ (i.e., age grid-size 0.01 ).

## Results based on likelihood ratio evidential values

The results from the LR methods (Table 4) show moderately strong and strong support for the hypothesis that an individual is above 16 years old when tooth stage H is observed, for males and females respectively. For the combined method, this is also the case for the $18 / \mathrm{H}$ and $19 / \mathrm{G}$ combinations, whereas the $19 / \mathrm{H}$ combination gives very strong support. The skeletal stage 19 and the combinations $17 / \mathrm{H}, 19 / \mathrm{F}$, and 18/G give moderate support for the hypothesis that an individual is above 16 years old. Only the last tooth stage H and the combination 19/H (and 18/H for female) give moderate support for the hypothesis that an individual is above 18 years old. Importantly, the LR value increases when the last stage for the two methods is observed (combined), compared to one of the methods alone (both sexes). When for instance observing only tooth stage H for a male, the LR is 17.5 . If a skeletal age of 19 is also observed (by itself, it only gives $L R=2.0$ ), the LR increases to 35.2. If on the other hand a skeletal age of 18 is observed, the LR decreases to 1.2.

Table 4 The table consists of three smaller tables showing the likelihood ratio (LR) values for each method (hand, tooth and combined) and sex for given observed stages. "T" is the year threshold
considered in the hypothesis. For the combined method only the top 10 ranked (with respect to LR for male $T=16$ ) stage combinations are considered

| Hand method with skeletal ages |  |  |  |  | Tooth method with stages |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gender | 17 | 18 | 19 |  | Gender | F | G | H |  |  |
| Male ( $T=16$ ) | 1.2 | 3.2 | 24.8 |  | Male ( $T=16$ ) | 1.3 | 6.7 | 545 |  |  |
| Female ( $T=16$ ) | 1.3 | 8.1 |  |  | Female ( $T=16$ ) | 1.6 | 9.8 | 1128 |  |  |
| Male ( $T=18$ ) | 0.4 | 0.9 | 2.0 |  | Male ( $T=18$ ) | 0.8 | 1.2 | 17.5 |  |  |
| Female ( $T=18$ ) | 0.5 | 1.3 |  |  | Female ( $T=18$ ) | 1.0 | 1.6 | 27.8 |  |  |
| Combined method with skeletal ages and tooth stages |  |  |  |  |  |  |  |  |  |  |
| Gender | 17/G | 16/H | 18/F | 19/E | 17/H | 19/F | 18/G | 18/H | 19/G | 19/H |
| Male ( $T=16$ ) | 3.6 | 3.8 | 3.8 | 4.6 | 15.0 | 14.0 | 15.6 | 112 | 152 | 13,917 |
| Female ( $T=16$ ) | 4.0 | 4.1 | 10.6 |  | 22.0 |  | 80.0 | 9488 |  |  |
| Male ( $T=18$ ) | 0.8 | 1.0 | 0.8 | 1.0 | 1.0 | 1.1 | 1.0 | 1.2 | 2.3 | 35.2 |
| Female ( $T=18$ ) | 0.9 | 1.0 | 1.1 |  | 1.0 |  | 2.1 | 35.7 |  |  |

## Results based on posterior distribution of chronological age

The definition of the upper age limit may have effect on the resulting statistics based on the posterior distribution of age. In particular, the largest effect is for the last age indicator as this stage "never stops." A sensitivity analysis was carried out to explore these effects (i.e., changes in the results) by changing the assumed upper age limit from age 18 and up to 27 years. Figure D1 in Supplementary material section "D The effect of the prior age distribution" shows examples considering skeletal age 18 and tooth stage $G$ (males only). Here, we found that the effects were largest for the 87.5 and $97.5 \%$ percentile results since these are closest to the upper age limits. In general, all stages having non-zero stage probabilities for ages above the upper age limit are affected. In the following results, only the upper age limit 21 years is considered.

The results for the posterior prediction interval statistics for methods hand and tooth are given in Fig. 1, whereas the posterior probabilities are given in Fig. 2. The prediction intervals and probabilities for the two methods combined are presented in Supplementary material section "E Additional results (the combinations)."

## The posterior prediction interval results

Consider Fig. 1. If skeletal age 16 is observed, the upper limit for the $95 \%$ prediction interval is 18 years both for males and females. The lower limit is 13.5 years for males and slightly lower for females. The estimated $95 \%$ prediction interval of a male with observed skeletal age 18 is [15.2, 19.9]. If the same individual additionally has tooth stage F (giving a

95\% prediction interval [14.4, 20.4]), the combination 18/F would give a $95 \%$ prediction interval of [15.6, 19.3] (see Fig. E1 in the Supplementary material section "E Additional results (the combinations)"). Hence, the combination of the two methods for this case only causes slightly narrower prediction intervals over the hand method alone.

For males, the average width of the $95 \%$ prediction intervals was 4.7 years for hand and 5.7 years for tooth, whereas for females, this was 4.8 and 5.9 years, respectively. Correspondingly, the average width of the $75 \%$ prediction intervals for males was 2.6 years for hand and 3.3 years for tooth, whereas for females, this was 2.7 and 3.6 years, respectively. Overall, the intervals are slightly narrower for males than for females. For the combined methods, the average width of the $95 \%$ prediction intervals was 4.5 years for males and 4.6 years for females, whereas for the $75 \%$ prediction intervals, the average widths were both 2.7 years for both sexes.

It is also noteworthy how prediction intervals "jump" for skeletal age 18 for females. This is a consequence of the included ages. The jump would be lower with prior age limit 20 years for instance. Last, we see from Fig. 1 that the prediction intervals for chronological age of the two methods increase quite linearly as a function of development stages.

## The probability of being-below-a-certain-age-threshold results

For the hand method, the end stages 19 years for males and 18 years for females gave a probability of being below 18 years of 0.15 and 0.25 respectively (Fig. 2). In comparison, the likelihood ratio values (Table 4) were correspondingly 2.0


Fig. 1 The $95 \%$ (black) and $75 \%$ (red) posterior prediction intervals of chronological age for given stages for each sex (hand in $\mathbf{a}$ and tooth in $\mathbf{b}$ ). The solid and dashed lines represent the males and the females, respectively
and 1.3 , giving only weak support for the hypothesis that the individual was above 18 years.

For the tooth method, the stage $G$ gives a probability of being below 18 years of about 0.28 for males and 0.21 for female, whereas the end stage H gives a probability of about 0.05 for both sexes. In comparison, the corresponding likelihood ratio values (Table 4) were 17.5 and 27.8 for males and females, which indicate a moderate support for the hypothesis that the individual was above 18 years old.

Females need to be $18 / \mathrm{H}$ to have probability of being below 18 years less than 0.05 , whereas males need to be 19/H for the same. The combinations 18/G for females and 19/G for males give a probability of being below 18 years around 0.1 . In comparison, the corresponding likelihood ratio values were just above 2 , giving only weak support of being above 18 years old.

From Fig. 2, we see that for tooth, the probabilities of being below a certain age threshold ( 16 or 18 years) are slightly smaller for females than for males, indicating


Fig. 2 The posterior probabilities that chronological age is below a certain age threshold for given stages for each sex (hand in $\mathbf{a}$ and tooth in $\mathbf{b}$ ). The black and red lines give the corresponding age thresholds 16 and 18 , where the solid and dashed lines represent the males and the females, respectively
that the female development of the lower left third molar tooth is slower than for males.

## Discussion and conclusions

The aim of this paper is to provide updated evidential and predictive values regarding the chronological age of individuals based on age indicators from the grading systems (I)

Demirjian's stages of the lower left third molar tooth and (II) GP skeletal age of the hand. The evidential value using likelihood ratio (LR) requires definition of two comparing hypotheses, which we considered "the chronological age is more than 16/18 years" versus "the chronological age is less than or equal to $16 / 18$ years." From our results, we found that the last stage H of third molar development and the combination 19/H (and 18/H for female) give moderate support (LR between 10 and 100) for the hypothesis that an individual is above 18 years
old. These are important findings, since in many countries, the age threshold of 18 years is critical to decide if an asylum seeker is treated as a child or as an adult. The LR could have been used further in order to define costs for making wrong decisions; however, this was not the scope of this study.

As an alternative to likelihood ratio we also considered a Bayesian approach in order to get the predictive information about chronological age for given observed age indicators (as suggested by Boldsen et al. [11] and Konigsberg et al. [14]). We did this by estimating prediction intervals which indicate expected ranges of chronological age corresponding to various combinations of development stages. The reason for considering such intervals rather than point estimates is that the latter could easily be misused as being very precise (when in fact they are not). Since the biological variation is considerable for these methods, the $95 \%$ prediction intervals give a wide age span. For practical legal use, we therefore chose to calculate the $75 \%$ prediction intervals (of chronological age) for comparison. Of course, the percentage is arbitrary, but the choice in real casework must reflect a user's tolerance (in terms of error)-this is not a decision that a scientist can make. It is worth mentioning that the Bayesian approach is a controversial topic because the choice of the prior is a subjective matter. However, if there is an obvious prior or a consensus prior, the Bayesian approach is unproblematic and enables results which typically are easier for laymen to interpret than the likelihood ratio.

An important issue is whether our fitted model is representative for predicting the chronological age of individuals. In this paper, we have assumed that the different studies follow the same development distributions (i.e., the stage probabilities) giving study-averaged inference. By inspection (Supplementary material "B. 2 Stage probabilities as a function of age per study"), we observed that some of the stage probabilities differed between studies. Therefore, large sample studies that behave differently from other studies have great impact on the inference. An extension of the model where a random study intercept is added to the linear predictor would take care of such situations; however, it would shrink the age distribution towards the global mean of chronological age [31]. Recognizing common effects across several studies as in a meta-analysis is not the aim of this paper (see [32] for more discussions about the difference between fixed and mixed effects models). Because the fitted model is based on several studies combined, it is important to note the underlying study material. In our study material, the Chaumoitre 2016 study (for hand) represents over half of the reference data, with around 70 individuals per "whole-age" intervals. In contrast, other studies typically only have around 20 (except for Tise 2011 which has considerably more for some specific ages for males). Hence, the Chaumoitre 2016 study has a lot of impact
on the hand model. The tooth studies contribute about equally in terms of total sample size, however some more/less for specific ages than others (Supplementary material section "B. 1 Number of individuals as a function of age per study"). Hence, the different studies provide about equal impact on the tooth model.

When combining the two methods, we assumed that the development of hand skeleton and the third molar is conditionally independent (given chronological age). Even though some publications support this assumption [5-7], more research is needed to explore whether this assumption actually holds true for different chronological ages and circumstances. The prediction intervals of chronological age were substantially wider for the tooth method than for the hand method. Because of this, the width of the prediction interval based on a combination of the two methods was only slightly smaller than for the hand method alone. However, combining the two methods is of great importance for testing the below/ above 18-year threshold. Observing the last stage for both methods strengthens the evidence for the hypothesis that an individual is above 18 years (compared to observing the last stage for only one of the methods).

This paper also provides a framework to utilize several studies where information about the chronological age is given group-wise. This was done by recreating the chronological age for each individual based on additional model assumptions. For instance, the study Chaumoitre 2016 [19] illustrates that the distribution of chronological age (for given age indicators) was approximately normal for most situations. A clear weakness of adapting this assumption in our analysis is that we do not know how much the true individual values deviate from our recreated ones. Obviously, there is a cost in not having individual-based information as uncertainty then increases. Hence, results would be more precise if all datasets were openly available. For the common purpose of scientific progress, we therefore encourage research professionals in the field to willingly share such data in the future.

From our goodness-of-fit analyses, we found that the fitted model for the stage probabilities coincided with the observations for most situations (see Supplementary material section "C Exploratory goodness of fit"). However, we discovered some combinations of stages and chronological ages where the observations were "further off" than expected (if the observations were assumed to originate from the fitted model). None of the fitted transition analysis models as a whole were adequate for all observations, partially due to the highlighted situations found in the explorative goodness-of-fit analysis. However, we argue that we have pin-pointed the situations causing this and that the deviations are so small that it would not have any impact on the end results.

In conclusion, we have circumvented the problem of providing results which are biased in the direction of the ages of individuals included in the study (a problem also known as
"age mimicry") [11]. This has been dealt with by building a statistical model for stage/age indicator probabilities as a function of age. Also importantly, we have been able to include several studies where the information about the chronological age is given group-wise. However, notice that there is a clear limitation of how representative the model is for practical usage since most hand studies are from Europe whereas most tooth studies are from East Asia.

The source code for running all the modeling and simulations and providing the results can be obtained by contacting the first author.

Acknowledgments We thank Jayakumar Jayaraman, Simon Camilleri, Rick R. van Rijn, Marco Tisè, Eugénia Cunha, and Abdul Mueed Zafar for providing data and Peter Gill for proofreading. We also want to thank the reviewers for their useful comments.

## Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of interest.

## Appendix

## Candidate models for describing stage probabilities as a function of chronological age

Let the ordinal stage variables be given as $j=1, \ldots, J$, with $x$ as the chronological age variable and model parameters $\theta=\left(\alpha_{1}\right.$, $\left.\ldots, \alpha_{J-1}, \beta, \lambda\right)$. Here, we define $\lambda$ to be one of the discrete values $\{0.1,0.2, \ldots, 0.9,1\}$. By letting $Y$ be the discrete variable of the stage outcomes $1, \ldots, J$ which an individual $l$ with age $x$ may be in, the candidate models (1-4) can be written as

1. Proportional-odds cumulative with logit link
a. $\quad \operatorname{logit}(\operatorname{Pr}(Y \leq j \mid \theta, x))=\alpha_{j}+\beta \times x^{\lambda}$
2. Proportional-odds cumulative with probit link
a. $\operatorname{probit}(\operatorname{Pr}(Y \leq j \mid \theta, x))=\alpha_{j}+\beta \times x^{\lambda}$
3. Continuation-ratio with logit link
a. $\quad \operatorname{logit}(\operatorname{Pr}(Y=j \mid Y \geq j, \theta, x))=\alpha_{j}+\beta \times x^{\lambda}$
4. Continuation-ratio with probit link
a. $\operatorname{probit}(\operatorname{Pr}(Y=j \mid Y \geq j, \theta, x))=\alpha_{j}+\beta \times x^{\lambda}$

For $j=J$ (last stage), we have $\operatorname{Pr}(Y \leq J \mid \theta, x)=1$ and $\operatorname{Pr}(Y=$ $J \mid Y \geq J, \theta, x)=1$. The link function $\operatorname{logit}(p)=\log \left(\frac{p}{1-p}\right)$, while the link function probit is the cumulative standard normal distribution.

## Details of each individual transition model

The candidate models are with the form $f(\operatorname{Pr}(Y \leq j \mid \theta, x))$ and $f(\operatorname{Pr}(Y=j \mid Y \geq j, \theta, x)$ where the link function $f$ is either logit or probi. To calculate the likelihood function, we need an expression for the stage probabilities $\operatorname{Pr}(Y=$ $j \mid \theta, x)$. We now describe this mathematically for each type of model:

## Proportional-odds cumulative model

$$
\begin{aligned}
& \operatorname{Pr}(Y=1 \mid \theta, x)=f^{-1}\left(\alpha_{1}+\beta \times x^{\lambda}\right) \\
& \operatorname{Pr}(Y=j \mid \theta, x)=f^{-1}\left(\alpha_{j}+\beta \times x^{\lambda}\right)-f^{-1}\left(\alpha_{j-1}+\beta \times x^{\lambda}\right) \\
& \quad \quad \text { for } j=2, \ldots, J-1 \\
& \operatorname{Pr}(Y=J \mid \theta, x)=1-f^{-1}\left(\alpha_{j-1}+\beta \times x^{\lambda}\right)=1-\sum_{j=1}^{J-1} \\
& \operatorname{Pr}(Y=1 \mid \theta, x)
\end{aligned}
$$

## Continuation-ratio model

$\operatorname{Pr}(Y=1 \mid \theta, x)=f^{-1}\left(\alpha_{1}+\beta \times x^{\lambda}\right)$
$\operatorname{Pr}(Y=j \mid \theta, x)=f^{-1}\left(\alpha_{j}+\beta \times x^{\lambda}\right) \prod_{l=1}^{j-1}\left[1-f^{-1}\left(\alpha_{l-1}+\beta \times x^{\lambda}\right)\right]$
for $j=2, \ldots, J-1$
$\operatorname{Pr}(Y=J \mid \theta, x)=1-\sum_{j=1}^{J-1} P(Y=1 \mid \theta, x)$

## Model fitting using maximum likelihood estimation

In order to fit the candidate models $(1-4)$ to the data, a maximum likelihood estimate is chosen for the unknown parameters $\theta$. In other words, the parameters are chosen such that the data are those most likely to be observed. These are found by maximizing the likelihood function (on the $\log$ scale)
$L(\theta)=\prod_{i=1}^{I} \prod_{j=1}^{I} \prod_{l=1}^{n_{i, j}} \operatorname{Pr}\left(Y_{i, l}=j \mid \theta, x_{i, l}\right)$
where $n_{i, j}$ is the number of individuals in stage $j$ for study $i$ (out of $I$ studies) and $x_{i, l}$ is the chronological age for individual $l$ in study $i$ observed with stage $Y_{i, l}=j$. Here, the unknown parameters are equal/common across the studies $i=1, \ldots, I$.

## Details of the likelihood ratio test statistics and the calculation of the $p$ value

For a given age $a$, say $a=16$ years, we define the total number of observations between 15.5 and 16.5 years to be $n$. Of these, $x_{j}$ are observed to have stage $j$ (for the $j=1, \ldots, J$ stages). The corresponding stage probabilities based on a fitted model (based on one of the candidate models) for these stages are $\hat{p}_{j}=\operatorname{Pr}(S=j \mid$ Age $=a)$. We also have $n=\sum_{j=1}^{J} x_{j}$ as the total number of individuals. We now define a likelihood ratio test statistics which is based on comparing the fitted model (i.e., the model under the null hypothesis) and an extended model (i.e., the number of observations at stage $j$ is binomial distributed as the alternative hypothesis).
$L R T_{j}=\frac{\operatorname{bin}\left(x_{j} \left\lvert\, p_{j}=\frac{x_{j}}{n}\right.\right)}{\operatorname{bin}\left(x_{j} \mid p_{j}=\hat{p}_{j}\right)}$
where bin is the binomial density function taking values $x_{j}=0$, $1, \ldots, n$.
ratio test statistics is given as
$Q_{j}=x_{j} \times \log \left(\frac{x_{j}}{n \times \hat{p}_{j}}\right)+\left(n-x_{j}\right) \times \log \left(\frac{n-x_{j}}{n \times\left(1-\hat{p}_{j}\right)}\right)$
Here, if $x_{j}=0$ the first term is set to 0 , whereas if $n-x_{j}=0$, the last term is set to 0 .

We are interested in calculating the $p$ value for an observation $Q_{j}$ for any of the stages $j$, i.e., $\operatorname{Pr}\left(Q \geq Q_{j} \mid\right.$ Fitted model $=$ model under null hypothesis), where $Q$ is the random variable of likelihood ratio statistics under the fitted model. This measure is used to investigate whether the fitted model is adequate for the observed dataset for a particular stage and a chronological age. We calculate this $p$ value exactly by our own R script (Where we utilize that $\log \operatorname{bin}(x \mid n, p)=\log \Gamma(n+1)-$ $\log \Gamma(n-x+1)-\log \Gamma(x+1)+x \log p+(n-x) \log (1-p)$. This means we can vectorize the probability of the outcomes very easily with utilizing the lgamma function in R . The procedure to calculate the $p$ value was as follows:

Let $Q(x)$ be the obtained test value for an observation $x$, where $x$ is binomial distributed following the fitted model (the model under the null hypothesis). The $p$ value of the test can then be calculated exactly as
$p$ value $=\sum_{x=0}^{n} \operatorname{Ind}\left(Q(x) \geq Q_{j}\right) \times \operatorname{bin}\left(x \mid p=\hat{p}_{j}\right)$
where Ind is the indicator function taking value 1 if true, or 0 if false.

## Details of the Lipsitz test statistics and the calculation of the $p$ value

There are several steps involved in order to carry out the Lipsitz test statistics [24, 25]: Individuals were categorized into ten $(G=10)$ almost equally sized groups. This categorization was based on sorting the individuals based on an assigned score. Group one contained the individuals with lowest scores and group ten contained the individuals with highest scores (etc.). We used that the (ordinal) score for an individual with age $a$ was given as the weighted sum of fitted stage probabilities, $\sum_{j j} \times \operatorname{Pr}\left(S=s_{j} \mid A g e=a\right)$, where $s_{j}$ is the $j$ th ordinal stage. Define the indicator variable $I_{i, g}$ to be value 1 if individual $i(i=1, \ldots, n)$ was categorized to be in group $g(g=$ $1, \ldots, G)$, and 0 otherwise. Then, the linear predictor of the "transition model" (see section A. 1 in the "Appendix").
$\alpha_{j}+\beta \times x^{\lambda}$
(Model0)
is extended to
$\alpha_{j}+\beta \times x^{\lambda}+\sum_{g=0}^{G-1} \gamma_{g} \times I_{i, g}$
(Model1)
where $\gamma_{1}, \ldots, \gamma_{G-1}$ are unknown parameters. By letting $L_{0}$ being the maximum likelihood value for Model 0 and $L_{0}$ being the maximum likelihood value for Model 0, the Lipsitz test statistics $-2\left(L_{1}-L_{0}\right)$ is chi-square distributed with degrees of freedoms $G-1=9$ under the null hypothesis; $\gamma_{1}=\ldots=\gamma_{G-1}=0$, i.e., that the fitted transition model (Model 0) is adequate. We used the R-package VGAM (version 1.0-3) to fit the models.
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[^1]:    $\overline{2}$ The use of "probability overweight" $51 \%$ in practical legal use has led us to something between 51 and $95 \%$.
    ${ }^{3}$ We prefer "flat prior" to the commonly used "non-informative" as there in our view is no such thing as a non-informative prior.

[^2]:    ${ }^{4}$ The validation method takes care of having no samples for particular ages.

