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#### Abstract

Classical heritability models for family data split the phenotype variance into genetic and environmental components. For instance, the ACE model in twin studies assumes the phenotype variance decomposes as $a^{2}+c^{2}+e^{2}$, representing (additive) genetic effects, common (shared) environment, and residual environment, respectively. However, for some phenotypes it is biologically plausible that the genetic and environmental components may vary over the range of the phenotype. For instance, very large or small values of the phenotype may be caused by "sporadic" environmental factors, whereas the mid-range phenotype variation may be more under the control of common genetic factors. This article introduces a "local" measure of heritability, where the genetic and environmental components are allowed to depend on the value of the phenotype itself. Our starting point is a general formula for local correlation between two random variables. For estimation purposes, we use a multivariate Gaussian mixture, which is able to capture nonlinear dependence and respects certain distributional constraints. We derive an analytical expression for the associated correlation curve, and show how to decompose the correlation curve into genetic and environmental parts, for instance, $a^{2}(y)+c^{2}(y)+e^{2}(y)$ for the ACE model, where we estimate the components as functions of the phenotype $y$. Furthermore, our model allows switching, for instance, from the ACE model to the ADE model within the range of the same phenotype. When applied to birth weight (BW) data on Norwegian mother-father-child trios, we conclude from the model that low and high BW are less heritable traits than medium BW. We also demonstrate switching between the ACE and ADE model when studying body mass index in adult monozygotic and dizygotic twins.
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## 1 | INTRODUCTION

Biometrical modeling of family trait correlations has a very long tradition, going back at least to Fisher ${ }^{1}$ and Wright, ${ }^{2,3}$ and being developed into an extensive modeling framework over the years, ${ }^{4,5}$ with openly available software tools, such as OpenMx. ${ }^{6}$ For a continuous trait $Y$, such as weight or height, the basic idea is that trait variability-or more precisely, the
variance of the measured trait, $\operatorname{Var}(Y)$-can be decomposed into genetic and environmental components, each explaining a portion of the observed trait variance. Thus, the concept of heritability can, loosely, be defined as the proportion of trait variance explained by genetic components, with environmental influences assumed to explain the rest. ${ }^{7}$ As an example, the most common twin model, known as the ACE model, decomposes the trait $Y$ into additive genetic effects (A), common (shared) environment (C), and residual (random) environment ( E ). In terms of variances, we commonly define quantities $a^{2}, c^{2}$, and $e^{2}$ as the proportions of trait variances explained by the components A, C, and E, respectively . Thus, assuming that no other effects are present, we have $a^{2}+c^{2}+e^{2}=1$.

To separate genetic variance from environmental variance, family data are needed. Genetic correlations between family members decrease in more distant relationships, thus providing contrasts from which the genetic components can be estimated. For instance, in the classical ACE twin design, the additive genetic correlation in monozygotic twin pairs is assumed to be 1 , whereas the corresponding correlation, or degree of shared genetic influence, is assumed to be $1 / 2$ in dizygotic twin pairs. In addition, it is frequently assumed that the amount of shared environment is the same in dizygotic twins as is monozygotic twins. The quantities $a$ and $c$ above can also be seen as the degree to which the underlying genes $A$ and shared environmental $C$ are being "expressed" in the phenotype of each individual. Thus, the monozygotic twin pair phenotype correlation will be $\rho^{(\mathrm{MZ})}=a^{2}+c^{2}$, and $\rho^{(\mathrm{DZ})}=\frac{1}{2} a^{2}+c^{2}$ for the dizygotic twin pairs. As a consequence, the difference $\frac{1}{2} a^{2}$ between monozygotic and dizygotic twin pair correlations is ascribed to genes alone, providing an estimate of the heritability $a^{2}$.

The ACE model is very specific in its assumption of additive genetic effects, as well as independent, additive contributions from the environment. In the biometrical modeling literature, a wide range of variants and extensions have been developed. Using family structures of increasing complexity, numerous different effects can be identified, such as additive genetic effects, dominant genetic effects, X-chromosome effects, effects of maternal genes on the fetus during pregnancy, effects of mitochondrial genes, gene-gene interactions, gene-environment interactions, and so on. ${ }^{5,8,9}$ Extending the family structures used for modeling is in general challenging since genetic correlations between more distant relatives quickly drop to nearly undetectable levels, and assumptions about how environmental factors are shared within larger families become harder to verify. ${ }^{9}$ Still, with a steady increase in registry-based population studies with large sample sizes and available data on environmental covariates, such modeling has become feasible.

Common to practically all models in the field is that the degree of heritability is assumed constant across the full range of the phenotype. For instance, the estimated proportion $a^{2}$ of variance explained by additive genes is assumed to be the same whether the phenotype $Y$ is small, close to its mean, or large. It seems clear, however that, for instance, rare but dramatic environmental influences on the phenotype may occasionally cause the phenotype to deviate strongly from its mean value, much more than would be expected under "normal" circumstances. Below, we illustrate our models of heritability using a child's birth weight (BW) as phenotype. While the BW distribution is close to a normal distribution, it has a heavier tail to the left (Figure B1); this may indicate a higher proportion of low BW children than what would be expected from many minor genetic and environmental components adding up during pregnancy. This simple observation may suggest that the degree of heritability of BW can differ in the different ranges of weight; perhaps the lowest BW values are caused by "rouge" environmental factors that act more strongly than genetic effects in the tail, or maybe they are caused by rare, recessive genes that only occasionally exert a strong negative influence on BW.

These observations motivate us to look for differences in heritability across the range of the trait value $Y$. The existing methods for investigating such differences are almost exclusively based on regression methods and twin-studies. In their seminal work, ${ }^{10}$ DeFries and Fulker evaluate the degree of regression to the mean for cotwins of probands from strata in the tails of a continuous trait distribution. The idea is that if the trait is heritable, then we should observe DZ cotwins with a higher degree of regression to the mean compared with the MZ cotwins. This approach is known as DeFries-Fulker (DF) extremes analysis for twins. Later, a formal test was developed to examine whether the heritability of the trait for probands in the selected strata was equal or different to the unselected population. ${ }^{11}$ This methodology was extended by Cherny et al ${ }^{12}$ by considering interaction effects between the heritability of the trait and the realized value of the trait for the proband. This approach can be used to detect linear and quadratic changes in heritability as the trait value changes. These methods all have the drawback of only providing a rough description of how the heritability varies with the trait value. The DF approach requires the researcher to select a cut-off point (a low or high trait value) for choosing the strata; the result can thus be misleading if the heritability changes smoothly as the trait value vary. Conversely, if there exists a point in the trait distribution where the heritability jumps and then stabilizes again, the Cherny approach will only model this change by a linear or quadratic curve.

These drawbacks were addressed in Reference 13 using quantile regression; by using the extended DF extremes analysis ${ }^{14}$ as the quantile regression equation, the authors obtain a heritability measure for each quantile of the trait
distribution. Consequently, their method results in a heritability measure for each value of the trait $Y=y$, corresponding to a specific quantile of the distribution.

However, in the present article we introduce an approach based on localizing traditional genetic models. Informally, this means making sense of estimating, for instance, the additive genetic effect as a function of the phenotype; that is, to define in a meaningful way $a^{2}(y)$ as the proportion of phenotype variance explained by additive genetic effects, conditional on $Y=y$. Such a definition may seem self-contradictory since one conditions on the variable whose variance is being decomposed. Nevertheless, it is fully possible to make sense of this concept, and we show in this article how to develop heritability curves, such as $a^{2}(y)$. This definition thus provides a "local" measure of heritability, depending on the phenotype value.

As for the ACE twin model, all standard biometrical models rely on the phenotype correlations between family individuals to estimate the variance components that determine heritability. Our starting point for developing a local measure of heritability is thus a local measure of dependence between family members; more specifically, we need a local measure of correlation. There are several local measures proposed in the literature, such as the local Gaussian correlation, ${ }^{15}$ the dependence function, ${ }^{16}$ and the correlation curve. ${ }^{17}$ We base our approach on the correlation curve ${ }^{17} \rho(y)$, which can be defined as a measure of locally explained variance, and thus fits the framework of heritability as a proportion of explained variance. The correlation curve is similar to the traditional Pearson's correlation in that it takes values between minus one and one, and the square $\rho^{2}(y)$ is a measure of locally explained variance. In a bivariate Gaussian distribution, the correlation curve is constant (independent of $y$ ), and equal to the standard Pearson correlation. By contrast to the Pearson correlation the local correlation of a bivariate relationship depends on direction; for a bivariate random variable $\left(Y_{1}, Y_{2}\right)$, the locally explained variance of $Y_{2}$ conditional on $Y_{1}=y$ may differ from the locally explained variance of $Y_{1}$ conditional on $Y_{2}=y$.

With phenotype measurements on, for instance, a mother $\left(Y_{1}\right)$ and her child $\left(Y_{2}\right)$, it may seem reasonable, for instance, to study the distribution of a child phenotype conditionally on the maternal phenotype. However, most biometrical models are formulated in terms of genetic and environmental factors shared by the two family members, thus assuming a form of exchangeability between the two. This is particularly clear in twin pairs, where conditioning one twin on the other twin is unnatural. In the model of Logan et al ${ }^{13}$ this assignment was done randomly, while ${ }^{12}$ explored both a random assignment and a double-entry approach. However, the population value of the correlation curve can be derived from the joint distribution of two variables. If the joint distribution is exchangeable, so that $\left(Y_{1}, Y_{2}\right)$ has the same bivariate distribution as $\left(Y_{2}, Y_{1}\right)$, the correlation curve is invariant to which variable we condition on, that is, whether we measure the locally explained variance of $Y_{1}$ conditional on $Y_{2}$ or vice versa. This means that the role of the mother and child in the above interpretation can be interchanged.

The correlation curve may be estimated parametrically or nonparametrically from observed values of a bivariate distribution $\left(Y_{1}, Y_{2}\right)$ by conditioning on either $Y_{1}=y$ or $Y_{2}=y$. However, our approach is instead to first model the bivariate distribution as a Gaussian mixture distribution, where the mixture distribution is restricted in such a way as to be exchangeable. From the mixture distribution, the correlation curve can be derived explicitly. We estimate the distribution by maximum likelihood, and by allowing a sufficient number of components, a mixture distribution is very flexible and fits a wide range of distributional shapes. Having obtained the parameters of the mixture distribution, the correlation curve can be derived from its explicit expression by plugging in the estimated parameters.

The article is structured as follows. In Section 2, we define a standard mixed-effect model for continuous traits, and structure it for two specific family models: twin pairs and mother-father-child trios. Following a standard twin approach, ${ }^{18}$ and models for family trios, ${ }^{19,20}$ we derive expressions for the heritability estimates in both family structures. In Subsections 2.2 and 2.3, we explain the concept of correlation curves, and extend the traditional definition of heritability to the heritability curve, which depends on the trait value $y$. In Section 3, we introduce and analyze a Gaussian mixture ${ }^{21}$ for bivariate phenotype distributions, parameterized to be exchangeable. We then study the limiting behavior of the correlation curve for large and small phenotype values under this model in Subsection 3.1. Finally, in Subsection 3.2, we discuss the estimation of the correlation curve for the twin-pairs and the mother-father-child trios models. Section 4 provides two applications of this approach. Namely, the first application is the analysis of body mass index (BMI) values for twin pairs collected in the dataset "twinData," found in the R-package "OpenMx"; the second one is the analysis of BW data of mother-father-child trios from the Medical Birth Registry of Norway. For both family structures we compute AIC and BIC values to select the best-fitting mixture models, and explore the resulting distributions and heritability curves. Section 5 outlines model extensions to more complex family structure, and also demonstrates switching between different heritability models within the same family structure. Proofs are provided in an appendix.

## 2 I DEVELOPMENT OF HERITABILITY CURVES

## 2.1 |raditional models for twins and family trios

We first provide a basic description of how traditional biometrical models can be set up in some generality, and in particular for twins and family trios. While there are numerous ways of building, parametrizing, and interpreting such models, our approach is fairly standard, and in a form that supports our development of heritability curves. Let $Y_{i j}$ be the trait value of individual $j$ in a family $i$, and consider the mixed-effect model (see, eg, Reference 22)

$$
\begin{equation*}
Y_{i j}=\mu+\sum_{s=1}^{S} \alpha^{(s)} x_{i j}^{(s)}+A_{i j}+C_{i j}+D_{i j}+E_{i j} \tag{1}
\end{equation*}
$$

where $A_{i j}, C_{i j}, D_{i j}$, and $E_{i j}$ represent additive genetic, common environmental, dominant genetic, and residual environmental random effects, respectively (see, eg, Reference 18). We assume the four components $A_{i j}, C_{i j}, D_{i j}$, and $E_{i j}$ to be mutually independent, with mean 0 and variances $\sigma_{A}^{2}, \sigma_{C}^{2}, \sigma_{D}^{2}$, and $\sigma_{E}^{2}$. We include $S$ continuous covariates $x_{i j}^{(s)}$, and the terms $\alpha^{(s)} x_{i j}^{(s)}$ (fixed effects) allow the average phenotype level to depend on the covariates. Note that this model assumes no gene-environment interaction. In traditional biometrical modeling (see, eg, Reference 9) the random effects are assumed to be normally distributed, that is, $A_{i j} \sim N\left(0, \sigma_{A}^{2}\right), C_{i j} \sim N\left(0, \sigma_{C}^{2}\right), D_{i j} \sim N\left(0, \sigma_{D}^{2}\right)$, and $E_{i j} \sim N\left(0, \sigma_{E}^{2}\right)$. The assumption of normality is seen as natural based on the central limit theorem if $Y$ is the result of numerous small, independent genetic and environmental effects that add up to produce the trait value. Under the above assumptions the total variance of the trait is given by

$$
\begin{equation*}
\sigma^{2}=\operatorname{Var}\left(Y_{i j}\right)=\sigma_{A}^{2}+\sigma_{C}^{2}+\sigma_{D}^{2}+\sigma_{E}^{2} \tag{2}
\end{equation*}
$$

We define $a^{2}=\sigma_{A}^{2} / \sigma^{2}, c^{2}=\sigma_{C}^{2} / \sigma^{2}, d^{2}=\sigma_{D}^{2} / \sigma^{2}$, and $e^{2}=\sigma_{E}^{2} / \sigma^{2}$ as the proportions of the total variance that derive from each of the four genetic and environmental components. Note that

$$
a^{2}+c^{2}+d^{2}+e^{2}=1
$$

that is, the contributions from all components sum to one. Thus, in a model including $A, C$, and $E$, excluding dominant effects, one may quantify the genes-vs-environment contribution to trait variability as $a^{2}$. This proportion is often referred to as heritability and can be interpreted as how strongly the genetic effect $A_{i j}$ contributes to the trait value. The heritability based on the additive genetic component is often referred to as narrow sense heritability. Some models may also include dominant genetic effects, and in such cases one may refer to $a^{2}+d^{2}$ as the broad sense heritability. ${ }^{23}$

From independent observations of $Y_{i j}$ alone, it is not possible to identify the individual variance components $\sigma_{A}^{2}$, $\sigma_{C}^{2}$, $\sigma_{D}^{2}$, and $\sigma_{E}^{2}$ in (2), only the total variance $\sigma^{2}$. In order to make the individual variances identifiable, one has to consider data on family members, for which the $Y$ 's are correlated due to shared genetic material and environment. We focus on two basic family structures-mother-father-child trios and twin pairs-in the following. As is well known, these family structures are quite restricted in the number of effects they allow to be estimated, and assumptions have to be made about what genetic and environmental effects to include in each model. In the following, we will focus on these two models as illustrations when developing heritability curves, although the principles are generally valid for more complex family structures as well.

### 2.1.1 | Twins

Perhaps the best known biometrical model is the ACE model for twins, complemented by the alternative ADE model. While the expressions for twin correlations in these models are very well known, we state them here as a starting point for the heritability curves.

Let $Y_{i j}$ be the trait value of twin $j(j=1,2)$ in twin-pair $i$. Let $\rho^{(\mathrm{MZ})}$ and $\rho^{(\mathrm{DZ})}$ be the phenotype correlations $\operatorname{cor}\left(Y_{i 1}, Y_{i 2}\right)$ for MZ and DZ twins, respectively. Both ACE and ADE models include the additive genetic component $A$. For MZ-twins $\operatorname{cor}\left(A_{i 1}, A_{i 2}\right)=1$, while for DZ-twins $\operatorname{cor}\left(A_{i 1}, A_{i 2}\right)=1 / 2$. In the standard ACE model, the correlation for the common environmental effect is assumed to be $\operatorname{cor}\left(C_{i 1}, C_{i 2}\right)=1$ in all twin pairs; thus, one makes the common assumption of DZ twins
sharing their environment to the same degree as the MZ twins. In the alternative ADE one assumes $\operatorname{cor}\left(D_{i 1}, D_{i 2}\right)=1$ for MZ
twins and $\operatorname{cor}\left(D_{i 1}, D_{i 2}\right)=1 / 4$ for DZ twins. In both models, residual environmental effects are assumed to be independent.
Since the basic twin models utilize only the $\rho^{(\mathrm{MZ})}$ and $\rho^{(\mathrm{DZ})}$ phenotype correlations, they allow estimating two parameters. In addition, $e^{2}$ can be estimated from $e^{2}=1-a^{2}-c^{2}-d^{2}$. The ACE model assumes $d^{2}=0$, and thus the parameters $a^{2}, c^{2}$, and $e^{2}$ can be identified; the ADE model assumes $c^{2}=0$, and thus the parameters $a^{2}, d^{2}$, and $e^{2}$ can be identified.

For the ACE model, it follows from the above that

$$
\begin{aligned}
\rho^{(\mathrm{MZ})} & =a^{2}+c^{2} \\
\rho^{(\mathrm{DZ})} & =\frac{1}{2} a^{2}+c^{2}
\end{aligned}
$$

For the ADE model, the equations are

$$
\begin{aligned}
\rho^{(\mathrm{MZ})} & =a^{2}+d^{2} \\
\rho^{(\mathrm{DZ})} & =\frac{1}{2} a^{2}+\frac{1}{4} d^{2}
\end{aligned}
$$

The simplest approach to estimating $a^{2}, c^{2}$, and $d^{2}$ is by moment estimators, that is, to solve this set of equations, using empirical values for $\rho^{(\mathrm{MZ})}$ and $\rho^{(\mathrm{DZ})}$, and use $e^{2}=1-a^{2}-c^{2}-d^{2}$ to estimate $e^{2}$. The resulting solutions for the ACE model are the celebrated formulas of Falconer: ${ }^{18}$

$$
\begin{align*}
a^{2} & =2\left(\rho^{(\mathrm{MZ})}-\rho^{(\mathrm{DZ})}\right), \\
c^{2} & =2 \rho^{(\mathrm{DZ})}-\rho^{(\mathrm{MZ})} \\
e^{2} & =1-\rho^{(\mathrm{MZ})} \tag{3}
\end{align*}
$$

For the ADE model, the corresponding set of solutions are

$$
\begin{align*}
a^{2} & =4 \rho^{(\mathrm{DZ})}-\rho^{(\mathrm{MZ})} \\
d^{2} & =2\left(\rho^{(\mathrm{MZ})}-2 \rho^{(\mathrm{DZ})}\right) \\
e^{2} & =1-\rho^{(\mathrm{MZ})} \tag{4}
\end{align*}
$$

Without further assumptions, an informal choice between the ACE and ADE models is often made based on whether empirically $\rho^{(\mathrm{MZ})}<2 \rho^{(\mathrm{DZ})}$ or not. If this is the case, the ACE model is a natural choice; otherwise, the ADE model can be used. In 5.2 we will demonstrate that with local heritability models, one can actually switch between the ACE and ADE models within the same phenotype analysis.

### 2.1.2 | Mother-father-child trios

Let $Y_{i j}$ be the observed trait value of individual $j$ in nuclear family trio $i$. We let $j=1,2,3$ correspond to the mother, father, and child, respectively. A phenotype correlation between mother and father may signify, for instance, assortative mating, inbreeding, or social homogamy among the parents. However, the correlation is typically low, and we will here assume it is zero. ${ }^{19}$ There are thus only two correlations that provide information: the mother-child and father-child correlations. There are numerous ways of parametrizing correlations in nuclear families, ${ }^{9,19,20,24,25}$ but being restricted to two correlations means that these cannot be separated. In our setting, we assume, for additive autosomal genes, that $\operatorname{cor}\left(A_{i 1}, A_{i 3}\right)=\operatorname{cor}\left(A_{i 2}, A_{i 3}\right)=1 / 2$, and that $\operatorname{cor}\left(A_{i 1} A_{i 2}\right)=0$ for the parents. In addition, we assume that mother and child share an environmental component, but no such sharing between father and child, leading to $\operatorname{cor}\left(C_{i 1}, C_{i 3}\right)=1$ and $\operatorname{cor}\left(C_{i 2}, C_{i 3}\right)=0$. Thus,

$$
\Sigma_{A}=\sigma_{A}^{2}\left[\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & 1 / 2 \\
1 / 2 & 1 / 2 & 1
\end{array}\right], \quad \Sigma_{C}=\sigma_{C}^{2}\left[\begin{array}{ccc}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right], \quad \text { and } \quad \Sigma_{E}=\sigma_{E}^{2}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

are the covariance matrices for the vectors $\left(A_{i 1}, A_{i 2}, A_{i 3}\right),\left(C_{i 1}, C_{i 2}, C_{i 3}\right)$, and ( $E_{i 1}, E_{i 2}, E_{i 3}$ ), respectively.

A graphical representation of the above model is displayed in a path diagram in Figure B2. Under the above assumptions the vectors $\left(Y_{i 1}, Y_{i 2}, Y_{i 3}\right)$ are independent multivariate normal with mean

$$
\begin{equation*}
\left(\mu+\sum_{s=1}^{S} \alpha^{(s)} x_{i 1}, \mu+\sum_{s=1}^{S} \alpha^{(s)} x_{i 2}, \mu+\sum_{s=1}^{S} \alpha^{(s)} x_{i 3}\right) \tag{5}
\end{equation*}
$$

or simply $(\mu, \mu, \mu)$ if covariates are not present, and covariance matrix

$$
\Sigma=\Sigma_{A}+\Sigma_{C}+\Sigma_{E}=\left(\sigma_{A}^{2}+\sigma_{C}^{2}+\sigma_{E}^{2}\right)\left[\begin{array}{ccc}
1 & 0 & \frac{1}{2} a^{2}+c^{2}  \tag{6}\\
0 & 1 & \frac{1}{2} a^{2} \\
\frac{1}{2} a^{2}+c^{2} & \frac{1}{2} a^{2} & 1
\end{array}\right]
$$

where $a^{2}, c^{2}$, and $e^{2}$ are defined as above. Again, the unknown values can simply be estimated by the methods of moments by matching the correlation matrix (6) to its empirical counterpart, and solve for $a^{2}, c^{2}$, and $e^{2}$ under the constraint $a^{2}+c^{2}+e^{2}=1$. The solution is given by the following equations

$$
\begin{align*}
& a^{2}=2 \rho^{(\mathrm{FC})} \\
& c^{2}=\rho^{(\mathrm{MC})}-\rho^{(\mathrm{FC})} \\
& e^{2}=1-\rho^{(\mathrm{MC})}-\rho^{(\mathrm{FC})}, \tag{7}
\end{align*}
$$

where $\rho^{(\mathrm{MC})}$ and $\rho^{(\mathrm{FC})}$ are the mother-child and father-child correlations, respectively.
We will, in the following, use these solutions, and those for the twin models, to obtain local versions of $a^{2}, c^{2}, d^{2}$, and $e^{2}$. Note that in both cases, the underlying assumption is that the covariance (correlation) matrix completely characterizes the dependence structure between traits in a family and can be decomposed as in (6).

## 2.2 | Correlation curves for nonlinear bivariate relationships

We now explain the concept of local correlation curves, following the approach of Bjerve and Doksum. ${ }^{17}$ To illustrate the principle of localization, we use simulated data from a hypothetical phenotype, as seen in Figure B3A. We consider two strata (A and B) consisting of all mother-child pairs for which the mother's trait $Y_{1}=y_{1}$ falls within two intervals (interval A and B ) on the $x$-axis. The corresponding correlation curve is shown in Figure B3B; as a function of $y_{1}$ (horizontal axis) it is smaller in stratum A than in stratum B. This indicates that the mother-child association is stronger in stratum B compared with stratum A. In a nonparametric regression setting, this would mean that the child's trait can be predicted by the mother's trait with higher precision in stratum B than in stratum A. For both strata, an increase in the mother's trait is associated with an increase in the child's trait since the correlation curve is positive. Since the correlation curve is continuous, the location argument $y_{1}$ can be seen as the center of infinitesimal intervals from which strata such as A and $B$ can be constructed, while the value of the correlation curve is a measure of dependence for the corresponding strata. A constant correlation curve indicates that the dependence properties are constant across these strata, while a varying correlation curve indicates strata that differ in their dependence properties.

If the joint distribution is exchangeable, so that $\left(Y_{1}, Y_{2}\right)$ has the same bivariate distribution as $\left(Y_{2}, Y_{1}\right)$, the correlation curve is invariant to which variable we condition on, that is, whether we measure the locally explained variance of $Y_{1}$ conditional on $Y_{2}$ or vice versa. This means that the role of the mother and child in the above interpretation can be interchanged, and the dependence structure in strata $A^{*}$ and $B^{*}$ in Figure B3A is similar to the dependence structure in strata $A$ and $B$; the correlation curve $\rho(y)$ as a function of $y$ thus represents a measure of the mother-child trait dependence when either the mother or the child has trait value equal to $y$. In the following section, we show more precisely how $\rho(y)$ is defined in terms of locally explained variance.

### 2.2.1 | Standard correlation curves for bivariate relationships

Let $\left(Y_{1}, Y_{2}\right)$ be random variables from a bivariate continuous distribution, and define $\tau_{1}^{2}=\operatorname{Var}\left(Y_{1}\right), \tau_{2}^{2}=\operatorname{Var}\left(Y_{2}\right)$, and $\rho=\operatorname{cor}\left(Y_{1}, Y_{2}\right)$. Furthermore, define $\mu(y)=\mathrm{E}\left(Y_{1} \mid Y_{2}=y\right)$ and $\sigma^{2}(y)=\operatorname{Var}\left(Y_{1} \mid Y_{2}=y\right)$ as functions of $y$. Assuming that
$\mu(y)$ is differentiable, define $\beta(y)=\mu^{\prime}(y)$, that is, the slope of the (typically nonlinear) regression curve $\mu(y)$ when $Y_{1}$ is regressed on $Y_{2}$. Recall that in a standard linear regression context, $\mu(y)$ is a linear function of $y$, where the slope $\beta_{1 \mid 2}:=\beta(y)$ and the conditional variance $\sigma_{1 \mid 2}^{2}:=\sigma^{2}(y)$ are both constant.

By the law of total variance,

$$
\operatorname{Var}\left(Y_{1}\right)=\operatorname{Var}\left(\mathrm{E}\left(Y_{1} \mid Y_{2}\right)\right)+\mathrm{E}\left(\operatorname{Var}\left(Y_{1} \mid Y_{2}\right)\right)
$$

and it thus seems natural to define in general

$$
\text { Proportion of } \operatorname{Var}\left(Y_{1}\right) \text { explained by } Y_{2}=\frac{\operatorname{Var}\left(\mathrm{E}\left(Y_{1} \mid Y_{2}\right)\right)}{\operatorname{Var}\left(\mathrm{E}\left(Y_{1} \mid Y_{2}\right)\right)+\mathrm{E}\left(\operatorname{Var}\left(Y_{1} \mid Y_{2}\right)\right)}
$$

In the case of linear regression, $\operatorname{Var}\left(\mathrm{E}\left(Y_{1} \mid Y_{2}\right)\right)=\tau_{2}^{2} \beta_{1 \mid 2}^{2}$ and $\mathrm{E}\left(\operatorname{Var}\left(Y_{1} \mid Y_{2}\right)\right)=\sigma_{1 \mid 2}^{2}$, and the proportion of explained variance can thus be written

$$
\begin{equation*}
\frac{\left(\tau_{2} \beta_{1 \mid 2}\right)^{2}}{\left(\tau_{2} \beta_{1 \mid 2}\right)^{2}+\sigma_{1 \mid 2}^{2}}=\left(\frac{\tau_{2} \beta_{1 \mid 2}}{\tau_{1}}\right)^{2}=\rho^{2} \tag{8}
\end{equation*}
$$

which is the usual formula for explained variance in a linear regression.
We want to define a "local" variant of $\rho^{2}$, describing the proportion of explained variance when $Y_{2}=y$, thus to define $\rho^{2}(y)$ as a function of $y$. To this end, (8) is a natural starting point, and the extension to a nonlinear setting would thus be to allow both $\beta(y)$ and $\sigma^{2}(y)$ to depend on $y$. This leads to the definition

$$
\begin{equation*}
\rho(y)=\frac{\tau_{2} \beta(y)}{\left[\left(\tau_{2} \beta(y)\right)^{2}+\sigma^{2}(y)\right]^{1 / 2}} \tag{9}
\end{equation*}
$$

where we recall that $\tau_{2}^{2}=\operatorname{Var}\left(Y_{2}\right), \beta(y)=\frac{d}{d y} \mathrm{E}\left(Y_{1} \mid Y_{2}=y\right)$, and $\sigma^{2}(y)=\operatorname{Var}\left(Y_{1} \mid Y_{2}=y\right)$.
Indeed, this is the formula developed by Bjerve and Doksum ${ }^{17}$ and Doksum et al. ${ }^{26}$ As pointed out by Bjerve et al, the correlation curve should not be confused with the conditional correlation obtained by applying the usual correlation formula to the conditional distribution of $\left(Y_{1}, Y_{2}\right)$ given $Y_{2}=y$, which would always be zero. It should also be noted that while $\tau_{2}$ is kept fixed in (9), the denominator $\left(\tau_{2} \beta(y)\right)^{2}+\sigma^{2}(y)$ is no longer necessarily equal to $\tau_{1}^{2}=\operatorname{Var}\left(Y_{1}\right)$ from the original distribution. In fact, for a fixed $y=y_{0}$, it corresponds to $\operatorname{Var}\left(Z_{1}\right)$ from a hypothetical bivariate distribution $\left(Z_{1}, Z_{2}\right)$ where $\operatorname{Var}\left(Z_{2}\right)=\tau_{2}^{2}$ and $\operatorname{Var}\left(Z_{1}\right)$ is determined from having a linear regression of $Z_{1}$ on $Z_{2}$ with constant slope $\beta\left(y_{0}\right)$ and constant conditional variance $\operatorname{Var}\left(Z_{1} \mid Z_{2}\right)=\sigma^{2}\left(y_{0}\right)$.

### 2.2.2 | Correlation curves for symmetric bivariate relationships

In our setting, we are interested in relationships between pairs of family members, for example, a pair of twins or a child and a parent. We denote the pair's respective trait values by $Y_{1}$ and $Y_{2}$. At first glance, it may seem natural to ask about the explained variation of a child trait $Y_{1}$, conditional on its parental value $Y_{2}$. However, this is less natural for twins, who are from the same generation. Indeed, most biometrical models assume that the positive correlation between the trait values is generated by shared genes and shared environment; the sharing is symmetrical between family members, and the generational aspect is only used to compute the degree of relatedness. That is, in pairs of family members, the two members should be exchangeable, so that $\left(Y_{1}, Y_{2}\right)$ and $\left(Y_{2}, Y_{1}\right)$ have the same bivariate distribution. Clearly, this means that when applying (9) in a heritability setting, it would be reasonable to expect that $Y_{1}$ conditional on $Y_{2}$ should provide the same answers as $Y_{2}$ conditional on $Y_{1}$. While exchangeability is obviously not the case for general bivariate distributions, we achieve pairwise exchangeability by a corresponding restriction of our parametric models for the bivariate distributions, as described later. When including covariates, the assumption of pairwise exchangeability should apply to the residuals, that is, the covariate-adjusted traits $Y_{1}-\sum_{s=1}^{S} \alpha^{(s)} x_{1}^{(s)}$ and $Y_{2}-\sum_{s=1}^{S} \alpha^{(s)} x_{2}^{(s)}$.

Note that it would suffice to assume that, for all $y$,

$$
\begin{align*}
\tau_{1}^{2}=\operatorname{Var}\left(Y_{1}\right) & =\operatorname{Var}\left(Y_{2}\right)=\tau_{2}^{2}=: \sigma, \\
\mathrm{E}\left(Y_{1} \mid Y_{2}=y\right) & =\mathrm{E}\left(Y_{2} \mid Y_{1}=y\right)=: \mu(y), \\
\operatorname{Var}\left(Y_{2} \mid Y_{1}=y\right) & =\operatorname{Var}\left(Y_{1} \mid Y_{2}=y\right)=: \sigma^{2}(y), \tag{10}
\end{align*}
$$

since this would imply that (9) would be invariant to the direction of conditioning. However, the models presented in this article all imply full pairwise exchangeability. We do not, however, ask for full exchangeability of the multivariate outcome distribution; for instance, a mother-father-child trio would clearly not have the same trivariate distribution as a child-father-mother trio. Nevertheless, the pairwise exchangeability implies that all family members have the same marginal distributions. The appropriateness of the exchangeability assumptions will be addressed in the Discussion.

## 2.3 | Heritability curves

Assuming $\rho(y)$ to be well defined for the joint distribution of the two family members, we are interested in the degree to which the value of $\rho(y)$ can be attributed to heritability on one side, and to environment on the other. In particular, we are interested in knowing how these contributions vary with $y$.

Definition 1 (Heritability curve for the twin ADE model). Assume the exchangeability property (10) holds for both MZ and DZ bivariate distributions. Adopting the moment Equation (4), we define the heritability curve by

$$
\begin{equation*}
a^{2}(y)=4 \rho^{(\mathrm{DZ})}(y)-\rho^{(\mathrm{MZ})}(y), \tag{11}
\end{equation*}
$$

where $\rho^{(\mathrm{MZ})}(y)$ and $\rho^{(\mathrm{DZ})}(y)$ are the correlation curves of MZ and DZ twins calculated according to (9). Similarly, (4) allows local versions of the dominance effect

$$
\begin{equation*}
d^{2}(y)=2\left[\left(\rho^{(\mathrm{MZ})}(y)-2 \rho^{(\mathrm{DZ})}(y)\right]\right. \tag{12}
\end{equation*}
$$

and residual environment

$$
\begin{equation*}
e^{2}(y)=1-\rho^{(\mathrm{MZ})}(y) \tag{13}
\end{equation*}
$$

to be defined.
Note that with Equation (11), a trait value can in principle display a nonlinear association within both MZ and DZ twins, but have constant local heritability $a^{2}(y)$ due to a canceling effect in $4 \rho^{(\mathrm{DZ})}(y)-\rho^{(\mathrm{MZ})}(y)$.
Definition 2 (Heritability curve for the twin ACE model). Assume the exchangeability property (10) holds for both MZ and DZ bivariate distributions, and again let $\rho^{(\mathrm{MZ})}(y)$ and $\rho^{(\mathrm{DZ})}(y)$ be the correlation curves of MZ and DZ twins calculated according to (9). Based on (3), we let

$$
\begin{align*}
a^{2}(y) & =2\left(\rho^{(\mathrm{MZ})}(y)-\rho^{(\mathrm{DZ})}(y)\right), \\
c^{2}(y) & =2 \rho^{(\mathrm{DZ})}(y)-\rho^{(\mathrm{MZ})}(y), \\
e^{2}(y) & =1-\rho^{(\mathrm{MZ})}(y) . \tag{14}
\end{align*}
$$

define the corresponding heritability curve as well as the local common and residual environment curves in the ACE twin model.

We similarly define the heritability curve for family trios by adopting the genetic model described in Section 2.1.2 locally:

Definition 3 (Heritability curve for the mother-father-child trio ACE model). Assuming the exchangeability property (10), let $\rho^{(\mathrm{MC})}(y)$ and $\rho^{(\mathrm{FC)}}(y)$ be correlation curves (9) for mother-child and father-child relationships, respectively. The heritability curves $a^{2}(y), c^{2}(y)$, and $e^{2}(y)$ are then given by

$$
\begin{gather*}
a^{2}(y)=2 \rho^{(\mathrm{FC})}(y),  \tag{15}\\
c^{2}(y)=\rho^{(\mathrm{MC})}(y)-\rho^{(\mathrm{FC})}(y),  \tag{16}\\
e^{2}(y)=1-\rho^{(\mathrm{MC})}(y)-\rho^{(\mathrm{FC})}(y) . \tag{17}
\end{gather*}
$$

We next define a parametric class of multivariate densities for family data that can easily be fit by maximum likelihood, allows for nonlinear dependence, and admits an analytical expression for the correlation curve (9).

## 3 | CORRELATION AND HERITABILITY CURVES FOR GAUSSIAN MIXTURES

Throughout this article we denote by $\phi_{d}(\boldsymbol{y} ; \boldsymbol{\mu}, \mathbf{\Sigma})$ a $d$-dimensional Gaussian density, evaluated at $\boldsymbol{y}=\left(y_{1}, \ldots, y_{d}\right)$, and with mean vector $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{\Sigma}$. While we can analyse data up to $d=3$, our method of analysis is based on bivariate distributions.

Consider the observed trait vector $\boldsymbol{y}=\left(y_{1}, y_{2}\right)$ for a pair of family members. We assume that it follows a $m$-component Gaussian mixture with density

$$
\begin{equation*}
\sum_{k=1}^{m} p_{k} \phi_{2}\left(\boldsymbol{y} ; \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right) \tag{18}
\end{equation*}
$$

where $\sum_{k=1}^{m} p_{k}=1$. The mean and covariance structure of the $k$ th mixture component is taken to be

$$
\boldsymbol{\mu}_{k}=\left(\mu_{k}, \mu_{k}\right), \quad \boldsymbol{\Sigma}_{k}=\left(\begin{array}{cc}
\sigma_{k}^{2} & \sigma_{k}^{2} \rho_{k}  \tag{19}\\
\sigma_{k}^{2} \rho_{k} & \sigma_{k}^{2}
\end{array}\right),
$$

where $\rho_{k} \in(-1,1)$ is the correlation parameter. The components of the mixture are ordered such that $\sigma_{1} \leq \cdots \leq \sigma_{m}$. If $\sigma_{q}=\sigma_{q+1}=\cdots=\sigma_{m}$ for some $q<m$, then we order the components in ascending order with respect of the means, that is, $\mu_{q}<\cdots<\mu_{m}$. Note that under the above constraints on $\boldsymbol{\mu}_{k}$ and $\boldsymbol{\Sigma}_{k}$, the exchangeability condition (10) is satisfied. In addition, $Y_{1}$ and $Y_{2}$ have the same marginal distribution, with marginal density

$$
\begin{equation*}
g(y)=\sum_{k=1}^{m} g_{k}(y) \tag{20}
\end{equation*}
$$

as the sum over the individual (weighted) components $g_{k}(y):=p_{k} \phi_{1}\left(y ; \mu_{k}, \sigma_{k}^{2}\right.$ ). The (total) marginal mean, marginal variance, and correlation are given by

$$
\begin{equation*}
\mu=\sum_{k=1}^{m} p_{k} \mu_{k}, \quad \sigma^{2}=\sum_{k=1}^{m} p_{k}\left[\sigma_{k}^{2}+\left(\mu_{k}-\mu\right)^{2}\right] \quad \text { and } \quad \rho=\sigma^{-2} \sum_{k=1}^{m} p_{k}\left[\rho_{k} \sigma_{k}^{2}+\left(\mu_{k}-\mu\right)^{2}\right] . \tag{21}
\end{equation*}
$$

We next derive local versions of $\mu$ and $\sigma$. Let $\delta$ be a latent variable with $P(\delta=k)=p_{k}, k=1, \ldots m$, showing which mixture component is realized. From Bayes' rule, it follows that the distribution of $\delta \mid Y_{2}=y$ is given as

$$
\begin{equation*}
p_{k}^{*}(y):=P\left(\delta=k \mid Y_{2}=y\right)=\frac{g_{k}(y)}{g(y)} \tag{22}
\end{equation*}
$$

In addition, by the assumed normality of each mixture component, it follows that

$$
\mu_{k}(y):=\mathrm{E}\left(Y_{1} \mid Y_{2}=y, \delta=k\right)=\mu_{k}+\rho_{k} \cdot\left(y-\mu_{k}\right),
$$

that is, $\mu_{k}(y)$ is a line with slope $\rho_{k}$, going through the point $\left(\mu_{k}, \mu_{k}\right)$. By the law of total expectation,

$$
\begin{align*}
\mu(y) & :=\mathrm{E}\left(Y_{1} \mid Y_{2}=y\right)=\mathrm{E}\left[\mathrm{E}\left(Y_{1} \mid Y_{2}=y, \delta\right) \mid Y_{2}=y\right] \\
& =\sum_{k=1}^{m} p_{k}^{*}(y) \mu_{k}(y) \tag{23}
\end{align*}
$$

Similarly, by the law of total variance:

$$
\begin{align*}
\sigma^{2}(y) & :=\operatorname{Var}\left(Y_{1} \mid Y_{2}=y\right)=\mathrm{E}\left[\operatorname{Var}\left(Y_{1} \mid Y_{2}=y, \delta=k\right) \mid Y_{2}=y\right]+\operatorname{Var}\left[\mathrm{E}\left(Y_{1} \mid Y_{2}=y, \delta=k\right) \mid Y_{2}=y\right] \\
& =\mathrm{E}\left(\sigma_{\delta}^{2}\left(1-\rho_{\delta}^{2}\right) \mid Y_{2}=y\right)+\operatorname{Var}\left(\mu_{\delta}(y) \mid Y_{2}=y\right) \\
& =\sum_{k=1}^{m} p_{k}^{*}(y)\left[\sigma_{k}^{2}\left(1-\rho_{k}^{2}\right)+\left[\mu_{k}(y)-\mu(y)\right]^{2}\right] . \tag{24}
\end{align*}
$$

We are now ready to give the expression for $\beta(y)=\mu^{\prime}(y)$, to be used in the correlation curve (9) for the mixture distribution.

## Proposition 1. Define

$$
d_{k}(y):=-\left(y-\mu_{k}\right) / \sigma_{k}^{2} .
$$

Then,

$$
\begin{equation*}
\beta(y)=\sum_{k=1}^{m} p_{k}^{*}(y)\left[\rho_{k}+\left(\mu_{k}(y)-\mu(y)\right) d_{k}(y)\right], \tag{25}
\end{equation*}
$$

where $p_{k}^{*}(y)$ is given by (22).
Proof. See Appendix.
Notice that when there is only a single mixture component ( $m=1$ ), yielding a bivariate Gaussian distribution, the above expressions reduce to $\sigma=\sigma_{1}, \mu(y)=\mu_{1}, \sigma^{2}(y)=\sigma_{1}^{2}\left(1-\rho_{1}^{2}\right)$, and $\beta(y)=\rho_{1}$. Inserting these expressions in (9) we get a constant correlation curve, $\rho(y)=\rho_{1}$ for every $y$. Hence, if $m=1$ the heritability curve $a^{2}(y)$, given by (11) or (15), reduces to the ordinary heritability coefficient $a^{2}$.

## 3.1 | Properties of the correlation curve under a Gaussian mixture

It is of interest to investigate the asymptotic behavior of $\rho(y)$ as $y \rightarrow \pm \infty$ under the mixture (18) since this can be used to evaluate the asymptotic behavior of the heritability curve $a^{2}(y)$, which in general will depend on the family design. We state the result in the following theorem, which also includes the limit behavior of $\beta(y)$ and $\sigma^{2}(y)$.

Intuitively, a one-dimensional mixture distribution is asymptotically dominated in the tails by the component with the largest variance; if two or more components all share the largest variance, the sizes of the mean values come into play, with the component with the smallest mean value dominating when $y \rightarrow-\infty$, and the largest when $y \rightarrow+\infty$. While this in itself is fairly obvious, we here use it to develop the resulting asymptotic behavior of $\beta(y), \sigma^{2}(y)$, and $\rho(y)$.

We consider the following two cases: Recall the ordering $\sigma_{1}^{2} \leq \cdots \leq \sigma_{m}^{2}$, and define $q=\min \left\{l: \sigma_{l}^{2}=\sigma_{m}^{2}\right\}$. We define Case I as $q=m$. For the alternative, Case II, where $q<m$, our conventions is that the mean values are then ordered such that $\mu_{q}<\mu_{m}$. To simplify the notation, define the constant $K$ as follows:

$$
\begin{array}{lll}
\text { Case I }(q=m), & y \rightarrow \pm \infty, & K:=m, \\
\text { Case II }(q<m), & y \rightarrow-\infty, & K:=q, \\
\text { Case II }(q<m), & y \rightarrow+\infty, & K:=m .
\end{array}
$$

Theorem 1. The asymptotic behavior of $\beta(y), \sigma^{2}(y)$, and $\rho(y)$, given by (25), (24), and (9), are

$$
\begin{align*}
\lim _{y} \beta(y) & =\rho_{K}, \\
\lim _{y} \sigma^{2}(y) & =\sigma_{K}^{2}\left(1-\rho_{K}^{2}\right), \\
\lim _{y} \rho(y) & =\tilde{\rho}_{K}:=\frac{\sigma \rho_{K}}{\left[\sigma^{2} \rho_{K}^{2}+\sigma_{K}^{2}\left(1-\rho_{K}^{2}\right]^{1 / 2}\right.} . \tag{26}
\end{align*}
$$

The global variance $\sigma^{2}$ is defined as in (21).
Proof. See Appendix.
Theorem 1 shows that $\beta(y), \sigma^{2}(y)$, and $\rho(y)$ all stabilize to finite limits as $y \rightarrow \pm \infty$, and their behavior is determined by the variance and correlation of mixture component $K$, in addition to the global variance $\sigma^{2}$. In Case I we have that the asymptotic correlation is the same in both tails, as exemplified in Figure B4A where $K=3$ and $\tilde{\rho}_{3} \approx 0.5$. Identical correlations in both tails may seem unmotivated for family data. Still, within the data range the correlation curve will be determined by all of the mixture components, in accordance with (9), which allows for different behavior in the tails.

Case II, on the other hand, allows for different asymptotic correlation in the left and right tail, with the differences being the use of $\rho_{n}$ vs $\rho_{m}$ in (26).

Theorem 1 is further shown in Figure B4 showing the limiting behavior of $\beta(y), \sigma^{2}(y)$, and $\rho(y)$ for a three-component mixture under Case I. Note that the limiting correlation satisfies $\tilde{\rho}_{3}<\min \left(\rho_{1}, \rho_{2}, \rho_{3}\right)$ for the parameter values used in the figure. This is counter-intuitive because the posterior probability $p_{3}^{*}(y)$ approaches 1 in the tails (upper left panel), but still the limiting correlation is not simply $\rho_{3}$. The peak in correlation around $\mu_{2}=2$ is reasonable as the second component has the highest $\rho$.

### 3.1.1 | The case of equal $\sigma_{k}$ 's

It is worth studying the special case that $\sigma_{1}=\sigma_{2}=\cdots=\sigma_{m}$, with their common value denoted by $\sigma_{0}$. This is Case II of Theorem 1 with $q=1$. From (21) we get $\sigma^{2}=\sigma_{0}^{2}+\sigma_{\mu}^{2}$, where

$$
\begin{equation*}
\sigma_{\mu}^{2}=\sum_{k=1}^{m} p_{k}\left(\mu_{k}-\mu\right)^{2} \tag{27}
\end{equation*}
$$

which is the variance due to differences in locations of mixture components. Recall the convention that the mixture components are ordered such that $\mu_{1}<\mu_{2}<\cdots<\mu_{m}$. We are now ready to state the following corollary to Theorem 1.

Corollary 1. When $\sigma_{1}=\cdots=\sigma_{m}$ the asymptotic behavior of $\rho(y)$, given by (9), is

$$
\begin{equation*}
\lim _{y \rightarrow-\infty} \rho(y)=\rho_{1} \sqrt{\frac{1+\gamma}{1+\gamma \rho_{1}^{2}}} \quad \text { and } \quad \lim _{y \rightarrow \infty} \rho(y)=\rho_{m} \sqrt{\frac{1+\gamma}{1+\gamma \rho_{m}^{2}}} \tag{28}
\end{equation*}
$$

where $\gamma=\sigma_{\mu}^{2} / \sigma_{0}^{2}$ is the ratio of between and within-component variance in the Gaussian mixture.
The limiting correlations always exceed (in absolute value) $\rho_{1}$ and $\rho_{m}$, respectively. When $\gamma \rightarrow \infty$, that is, the mixture components gets increasingly spread out, both limits approach 1 in absolute value.

## 3.2 | Estimation

In this section, we explain how to fit Gaussian mixtures to family data. On one hand, they are fully parametric distributions, which can be exploited in estimation and inference. On the other hand, allowing the number of mixture components $m$ to grow, mixtures become increasingly flexible, which allows us to view them also as nonparametric tools. In particular, Gaussian mixtures seem well suited to model small perturbations from Gaussianity.

### 3.2.1 | Mixtures for family trios

First, let $\boldsymbol{y}=\left(y_{1}, y_{2}, y_{3}\right)$ denote the trait vector for the mother-father-child trio, which is assumed to have the following mixture density:

$$
\sum_{k=1}^{m} p_{k} \phi_{3}\left(\boldsymbol{y} ; \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right)
$$

Here $\boldsymbol{\mu}_{\boldsymbol{k}}, \boldsymbol{\Sigma}_{\boldsymbol{k}}$ are structured in the following way:

$$
\boldsymbol{\mu}_{k}=\left(\mu_{k}, \mu_{k}, \mu_{k}\right), \quad \boldsymbol{\Sigma}_{k}=\left(\begin{array}{ccc}
\sigma_{k}^{2} & \sigma_{k}^{2} \rho_{k}^{(\mathrm{MF})} & \sigma_{k}^{2} \rho_{k}^{(\mathrm{MC})}  \tag{29}\\
\sigma_{k}^{2} \rho_{k}^{(\mathrm{MF})} & \sigma_{k}^{2} & \sigma^{2} \rho_{k}^{(\mathrm{FC})} \\
\sigma_{k}^{2} \rho_{k}^{(\mathrm{MC})} & \sigma_{k}^{2} \rho_{k}^{(\mathrm{FC})} & \sigma_{k}^{2}
\end{array}\right),
$$

where we use superscripts on the $\rho$ 's to denote relationship. Integrating the above joint density with respect to any one of the three family members $\left(y_{1}, y_{2}\right.$, or $\left.y_{3}\right)$ will result in the bivariate Gaussian mixture (18) from which we defined the correlation curve. The reason for performing joint estimation, rather than pairwise, is to optimally utilize the information contained in mother-father-child trios. Note that the three marginals are identical by construction, although the joint distribution is not exchangeable unless $\rho_{k}^{(\mathrm{MF})}=\rho_{k}^{(\mathrm{MC})}=\rho_{k}^{(\mathrm{FC})}$ for $k=1, \ldots, m$.

Given $n$ such trios, the parameters ( $\mu_{k}, \sigma_{k}, \rho_{k}, p_{k}$ ) can be estimated by maximizing the following log-likelihood:

$$
\begin{equation*}
\log L=\sum_{i=1}^{n} \log \left[\sum_{k=1}^{m} p_{k} \phi_{3}\left(\boldsymbol{y}_{i} ; \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right)\right] . \tag{30}
\end{equation*}
$$

Once the parameters are estimated, the heritability curve $a^{2}(y)$ can be obtained via the correlation curves as described in Definition 3.

### 3.2.2 | Mixtures for twins

For twins, consider first a dizygotic pair with trait vector $\boldsymbol{y}=\left(y_{1}, y_{2}\right)$. The likelihood contribution from $n^{(\mathrm{MZ})}$ such pairs is:

$$
\begin{equation*}
\log L^{(\mathrm{MZ})}=\sum_{i=1}^{n^{(\mathrm{MZ})}} \log \sum_{k=1}^{m} p_{k} \boldsymbol{\phi}_{2}\left(\boldsymbol{y}_{i} ; \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right) \tag{31}
\end{equation*}
$$

where $\boldsymbol{\mu}_{k}$ and $\boldsymbol{\Sigma}_{k}$ are structured as in (19). The likelihood contribution of $n^{(\mathrm{DZ})}$ dizygotic twin pairs, $\log L^{(\mathrm{DZ})}$, is defined analogously using the same number $m$ of mixture components. The only parameters that differ between the MZ and DZ cases are the correlation parameters $\rho_{k}$ in (19). The fact that $p_{k}, \mu_{k}$, and $\sigma_{k}$ are shared across the MZ and DZ mixtures, calls for using a combined $\log$-likelihood $\log L=\log L^{(\mathrm{MZ})}+\log L^{(\mathrm{DZ})}$. Once the parameters are estimated, the heritability curve $a^{2}(y)$ can be obtained via the correlation curves as described in Definition 1.

### 3.2.3 | Covariates

The same framework can be used when including covariates. Assume $S$ continuous covariates $x_{i j}^{(s)}, s=1, \ldots, S$, are measured for each individual $j$ in family $i$. The likelihood can then be parameterized in terms of the covariate-adjusted traits. For example, for mother-father-child trios, the likelihood becomes

$$
\begin{equation*}
\log L=\sum_{i=1}^{n} \log \left[\sum_{k=1}^{m} p_{k} \phi_{3}\left(\boldsymbol{y}_{i}-\sum_{s=1}^{S} \alpha^{(s)} \boldsymbol{x}_{i}^{(s)} ; \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right)\right] \tag{32}
\end{equation*}
$$

where $\boldsymbol{x}_{i}^{(s)}=\left(x_{i 1}^{(s)}, x_{i 2}^{(s)}, x_{i 3}^{(s)}\right)$. The scalar parameters $\alpha^{(1)}, \ldots, \alpha^{(S)}$ are estimated jointly with parameters of the Gaussian mixture, from the likelihood.

Note in particular that this allows, for instance, a generational effect on the average phenotype. The generational effect can be accommodated by choosing $\boldsymbol{x}_{i}^{(1)}=c(1,1,0)$, that is, $\boldsymbol{x}^{(1)}$ serves as a dummy variable for the first generation, leaving the second generation as reference. Similarly, two dummy variables can provide separate intercepts for mothers, fathers, and children, respectively, by choosing $\boldsymbol{x}_{i}^{(1)}=c(1,0,0)$ and $\boldsymbol{x}_{i}^{(2)}=c(0,1,0)$ as dummies for mothers and fathers, respectively, leaving children as reference. Sex differences can be included by a dummy covariate $\boldsymbol{x}_{i}^{(1)}=c\left(1,0, x_{i 3}^{(1)}\right)$, where
$x_{i 3}^{(1)}=1$ if the child in family $i$ is a girl, and zero otherwise. Categorical covariates with more categories can be broken down into dummy variables in a standard fashion.

The resulting correlation curves, computed as described in Section 3 and Equation (9), then correspond to the joint distribution of the covariate-adjusted traits. This is entirely in line with standard modeling approaches in biometrical genetics; covariates can explain a part of the trait variability, and the remaining variance is decomposed, for instance, as in Equation (6).

There is, however, one very important distinction between local heritability and the traditional models. In traditional models, the variance decomposition is independent of covariate values. Certainly, adding covariates in the adjustment may impact the actual variance component estimates, but since there are no interactions between fixed and random effects, the decomposition of the adjusted trait variances is the same for all individuals, independent of their covariate or trait values. Local heritability curves, however, depend-by definition-on the trait value $y$. When presenting a local heritability curve, it is thus natural to compute it for, for instance, average covariate values. Consequently, an useful approach would be to center all covariates by subtracting their mean, that is, to replace the original covariates by their centered counterparts $\tilde{x}_{i j}^{(s)}=x_{i j}^{(s)}-\frac{1}{3 n} \sum_{i, j} x_{i j}^{(s)}$ in the likelihood (32). The estimated correlation and heritability curves will then correspond to a family trio consisting entirely of "average" individuals. Alternatively, they could be presented for specific subgroups, and so on, although they would only differ by a horizontal shift of the curve. This discussion is not unique to local heritability curves; similar issues are frequently met when presenting standardized mortality rates, standardized survival curves, and so on in other settings.

### 3.2.4 | Software

We maximize both of the log-likelihoods (30) and (31) using the R-package TMB. ${ }^{27}$ In TMB the (negative) log-likelihood is implemented as a $\mathrm{C}++$ function, which is compiled and linked into the R session, where the standard function minimizer nlminb is employed. In addition, TMB calculates the gradient and Hessian (first- and second-order derivatives) of the log-likelihood by Automatic Differentiation. ${ }^{27}$ Such derivative information can substantially speed up the minimizer and make it more robust. Finally, TMB uses derivatives to calculate the approximate standard deviation of any interest quantity, as a function of the parameters, using the delta method. This feature of TMB will be used to estimate pointwise confidence intervals of correlation and heritability curves.

For the purpose of selecting the number of mixture components, $m$, we calculate both of the criteria AIC $=-2 \log (L)+$ $2 Q$ and $\mathrm{BIC}=-2 \log (L)+\log (n) Q$ for each candidate model, where $Q$ is the number of parameters and $\log (L)$ is obtained either from (30) or (31). Contributing to $Q$ is the total number of $p_{k}$ 's, $\mu_{k}$ 's, $\sigma_{k}$ 's, and $\rho_{k}$ 's, but due to the constraint $\sum_{k=1}^{m} p_{k}=1$ there are only $m-1$ free $p_{k}$ 's. Hence, for the trio likelihood (30) we have $Q=6 m-1$, while for the twin likelihood (31), with different $\rho_{k}$ for MZ and DZ twins, we have $Q=5 m-1$. When covariates are accounted for, via the likelihood (32), the number $S$ of $\alpha$ parameters must be added to $Q$. It is clear that for $\log (n)>2$, BIC will be more conservative than AIC, in the sense of favoring smaller values of $m$. In our experience, given a dataset with a fixed number of observations, the correlation curve tends to be more unstable (fluctuating) for larger values of $m$. For this reason we will use BIC as our model selection criterion, but we will still report AIC as a comparison.

## 4 | APPLICATIONS

## 4.1 | BMI of twins

We use the "twinData" dataset found in the R-package "OpenMx". ${ }^{6}$ As our response, we take BMI measurements (around age 18) for $n^{(M Z)}=534$ monozygotic and $n^{(\mathrm{DZ})}=328$ dizygotic female-female twin pairs. Table 1 compares models in the range $1 \leq m \leq 5$, and it is seen that the pure bivariate Gaussian model ( $m=1$ ) fits considerably worse than any of the mixture models $(m>1)$. The lowest AIC and BIC values occur for $m=5$ and $m=2$, respectively, but it is seen that AIC is almost indecisive between models with $m>1$. Due to its heavier penalization, $\log \left(n^{(\mathrm{MZ})}+n^{(\mathrm{DZ})}\right)=\log (862)=6.8$, of the number of parameters, BIC more clearly favors $m=2$. According to our decision to base model selection on BIC, we choose the model with $m=2$.

Table 2 shows the parameter estimates. The first mixture component is dominating with $p_{1}=0.81$. For MZ twins there is high correlation $\left(\rho_{k}\right)$ within in each of the two components, while for DZ twins $\rho_{2}$ is close to zero. The (global)

| $\boldsymbol{m}$ | $\mathbf{N o .}$ of parameters | $\boldsymbol{\Delta A I C}$ | $\boldsymbol{\Delta B I C}$ |
| :--- | :--- | :--- | :--- |
| 1 | 4 | 259.4 | 227.6 |
| 2 | 9 | 8.0 | 0 |
| 3 | 14 | 2.8 | 18.5 |
| 4 | 19 | 6.5 | 46.0 |
| 5 | 24 | 0 | 63.3 |

Note: AIC and BIC values are relative to the best fitting models (respectively, $m=5$ and $m=2$ ).

| Parameters | $k=1$ |  | $k=2$ |  | Global |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Estimate | Std error | Estimate | Std error |  |
| $\mu_{k}$ | 21.20 | 0.03 | 22.20 | 0.15 | 21.39 |
| $\sigma_{k}$ | 0.63 | 0.02 | 1.26 | 0.07 | 0.88 |
| $\rho_{k}^{(\mathrm{MZ})}$ | 0.75 | 0.03 | 0.70 | 0.06 | 0.78 |
| $\rho_{k}^{(\mathrm{DZ})}$ | 0.28 | 0.07 | -0.04 | 0.16 | 0.30 |
| $p_{k}$ | 0.81 | 0.04 | 0.19 | 0.04 |  |

Note: The mixture components are ordered according to the value of $\sigma_{k}$. The global quantities, $\mu, \sigma, \rho^{(\mathrm{MZ})}$, and $\rho^{(\mathrm{DZ})}$ are calculated from (21).

TABLE 1 Model comparison for the twin BMI data, where $m$ is the number of mixture components and $5 m-1$ is the number of parameters in the model
correlations for the mixtures as a whole, matches exactly the empirical Pearson correlations, which are 0.78 (MZ) and 0.30 (DZ), respectively.

Figure B5 displays the estimated correlation curve for both MZ and DZ twins, using the parameter values from Table 2. Also shown are $95 \%$ confidence intervals calculated using the delta method. Both correlation curves are fairly flat within the center $90 \%$ data range (represented by the two vertical green bars), while they both drop for low and high BMI.

Overall, the estimated MZ correlation is more than twice the estimated DZ correlation. Based on the comment in Section 2.1.1, $\rho^{(\mathrm{MZ})}>2 \rho^{(\mathrm{DZ})}$ suggests fitting an ADE model. This yields (Figure B6) an estimated heritability curve $a^{2}(y)$ that does not differ significantly (except maybe around $y=22.3$ ) from the classical heritability coefficient (4).

Note that in both this and the following application, there are regions where the heritability and environment curve violate their natural boundaries by exceeding one or dropping below zero. This issue will be discussed in Section 5.2 below.

The TMB ( R and $\mathrm{C}++$ ) code used to produce the parameter estimates in Table 2 plots in Figure B6 is available from https://github.com/skaug/Supplementary.

## 4.2 | BW of family trios

To illustrate the family trio analyses, we used BWs of $n=81,144$ complete mother-father-child trios. The data originally derived from the Medical Birth Registry of Norway, where the BW variables were added some random noise and rounded off to guarantee anonymity. The same data with some additional restrictions on parity, plurality, and so on were previously described and analyzed elsewhere. ${ }^{19}$ The data were restricted to all births (mother, father, and child) taking place within the years 1967 to 1998.

We did not have information about the gender of the child, and hence did not account for gender via the covariate adjusted likelihood (32). Instead, we performed a standardization of the data prior to applying the unadjusted likelihood (30). We assumed a $50 \%$ sex ratio in the offspring, and introduced the quantity $D \triangleq \frac{1}{2}\left(\bar{y}_{M}-\bar{y}_{F}\right)$, where $\bar{y}_{M}$ is the mean of the BWs of mothers, and $\bar{y}_{F}$ is the mean of the BWs of fathers. We hence added $D$ to the father's weight and subtracted it from the mother's weight; in this way, the average among mothers and fathers is the same, and close ( 25 g deviation) to the average in the offspring. Technically, this standardization could have been implemented using the formalism of the covariate adjusted likelihood (32), with dummy coding of mother and father, $\boldsymbol{x}_{i}^{(1)}=(1,0,0)$ and $\boldsymbol{x}_{i}^{(2)}=(0,1,0)$, respectively. Our standardization is then achieved by fixing the parameter values $\alpha^{(1)}=-D$ and $\alpha^{(2)}=D$ in the likelihood (32). In the end, the standardization is of little consequence to the end result.

Figure B1 summarizes the marginal and bivariate properties of the data. The marginal distributions are close to a Gaussian shape, but the left tail of the child BWs is slightly heavier than the right tail. As suggested in the Introduction, this may be indicative of strong but rare factors dominating in producing the lowest BWs, which is what we will confirm in our analyses of local heritability below.

The scatter plots are roughly symmetric around the identity line, which is consistent with the exchangeability assumption made in Section 2.2. It should be noted, however, that the left hand tail of the marginal distributions is somewhat heavier in the children than in the parents; this is likely because parents are selected by the fact that they have children; it is known that individuals born with low BW have somewhat reduced fertility later in life. We have, however, not taken this into consideration in our model.

From the nonparametric regression (blue curve), it is clear that there is no association between mother and father, which is reflected in the low Pearson correlation of 0.0209. For the two relationships involving the child, the nonparametric regression curve indicates a nonlinear relationship, particularly for mother-child. For BWs less than 3000 g there seems to be a low association, while for larger BWs the association is increasing.

The Gaussian mixture (18) was fit by maximum likelihood for $m=1, \ldots, 7$. We computed both AIC and BIC values for this model. According to the BIC criterion, the best fitting mixture has $m=4$ components (see Table 3). Parameters estimates for this model are given in Table 4. Figure B7 shows the underlying mother-child pairs, overlaid by the five mixture components.

The mother-child distribution is pear-shaped relative to a bivariate normal distribution, with more spread around the identity line ( $y_{1}=y_{2}$ ) for small BWs. The mixture model adapts to this shape by assigning negative $\rho_{k}$ 's to its two components ( $k=3,4$ ) with the smallest $\mu_{k}$. The remaining two components $(k=1,2)$, which together constitute $87 \%$ of the probability mass, form a bivariate distribution that is hard to distinguish visually from a Gaussian distribution. The estimates of global correlation for the mixture in Table 4, closely match the corresponding empirical Pearson correlations given in Figure B1 for MC, FC, and MF pairs. It is seen to fit the empirical marginals fairly well, and to possess a heavier left hand tail.

TABLE 3 Model comparison for family trios, where $m$ is the number of mixture components

| $\boldsymbol{m}$ | No. parameters | $\boldsymbol{\Delta}$ AIC | $\boldsymbol{\Delta}$ BIC |
| :--- | :--- | :--- | :--- |
| 1 | 5 | 14848 | 14749 |
| 2 | 11 | 1148 | 904.4 |
| 3 | 17 | 480.4 | 292.5 |
| 4 | 23 | 132.1 | 0 |
| 5 | 29 | 109.7 | 33.5 |
| 6 | 35 | 36.3 | 16.0 |
| 7 | 41 | 0 | 35.5 |

Note: The total number of (free) parameters is $6 m-1$, counting all $p_{k}, \mu_{k}, \sigma_{k}, \rho_{k}^{(\mathrm{MC})}, \rho_{k}^{(\mathrm{FC})}$, and $\rho_{k}^{(\mathrm{MF})}$. AIC and BIC values are relative to the lowest one.

TABLE 4 Parameter estimates and standard deviations for the Gaussian mixture ( $m=4$ ) fit to the mother-father-child trios

| Parameter | $k=1$ |  | $k=2$ |  | $k=3$ |  | $k=4$ |  | Global |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Estimate | Std error | Estimate | Std error | Estimate | Std error | Estimate | Std error |  |
| $\mu_{k}$ | 3516 | 4.247 | 3687 | 25.73 | 3093 | 11.42 | 2243 | 26.55 | 3493 |
| $\sigma_{k}$ | 440.5 | 3.587 | 572.9 | 7.963 | 690.5 | 7.016 | 1116 | 34.70 | 555.0 |
| $\rho_{k}^{(\mathrm{MC})}$ | 0.240 | 0.008 | 0.143 | 0.016 | -0.189 | 0.016 | -0.826 | 0.022 | 0.123 |
| $\rho_{k}^{(\mathrm{FC})}$ | 0.134 | 0.008 | 0.054 | 0.017 | -0.254 | 0.015 | -0.845 | 0.019 | 0.201 |
| $\rho_{k}^{\text {(MF) }}$ | -0.011 | 0.008 | -0.084 | 0.020 | -0.289 | 0.013 | 0.750 | 0.032 | 0.068 |
| $p_{k}$ | 0.636 | 0.027 | 0.231 | 0.030 | 0.127 | 0.007 | 0.007 | 0.001 |  |

Note: The mixture components are ordered according to the value of $\sigma_{k}$. The global quantities, $\mu, \sigma, \rho^{(\mathrm{MC})}, \rho^{(\mathrm{FC})}$, and $\rho^{(\mathrm{MF})}$ are calculated from (21).

Figure B8 shows the two estimated correlation curves $\rho^{(\mathrm{FC})}(y)$ and $\rho^{(\mathrm{MC})}(y)$, which are the components going into $a^{2}(y)$, $c^{2}(y)$, and $e^{2}(y)$, given, respectively, by (15) to (17). Overall, the Pearson correlation and the correlation curves for MF exceed those for FC. Both curves exceed their respective Pearson correlations in the center of the data, while they decrease for both low and high BWs. The FC curve has its maximum somewhat to the left of the maximum of the MC curve. As a robustness check, we also computed the local Gaussian correlations ${ }^{15}$ between mother and child as displayed in Figure B9. These exhibit the same behavior as the correlation curve; large values in the center of the data which are decreasing toward both tails.

Figure B10 shows heritability and environment curves. The overall conclusion is that variation in BW is mostly attributable to environment, which was also seen in previous publications, ${ }^{9,19,20}$ and is reflected in the classical measures of heritability $a^{2}=0.254$ and environment $c^{2}+e^{2}=0.746$, and the variation in the corresponding curves. Recall that, under the assumed model (7) the heritability curve $a^{2}(y)$ is completely determined by the FC correlation curve $\rho^{(\mathrm{FC})}(y)$. Since the FC correlation curve exceeds the Pearson FC correlation in the center of the data, the heritability curve also exceeds the classical heritability measure in the same region.

## 5 | EXTENSIONS

## 5.1 | Larger family structures

The two examples presented here, the twin models and the trio model, are particularly convenient to work with since the moment equations can be solved directly, providing explicit expressions for the genetic and environmental variances. Once a Gaussian mixture is fitted to describe a bivariate twin distribution or a trivariate mother-father-child distribution, the correlation curves can be derived from each estimated pairwise relationship distribution, by using Equation (9) with $\beta(y)$ and $\sigma^{2}(y)$ calculated as described in Section 3. Providing a full extension to other family structures goes beyond this article's scope, but we will briefly sketch how this can be performed. As a start, consider only independent families with two individuals in each family. The MZ and DZ twin pairs would be an example of this. Alternatively it could be, for instance, pairs of full siblings, pairs of half sibs, pairs of cousins, and pairs of cousins where the parents are half sibs. Each such pair contributes an equation for the pairwise correlation. For instance, if only including the additive genetic component, we would have $\rho_{1}=\frac{1}{2} a^{2}, \rho_{2}=\frac{1}{4} a^{2}, \rho_{3}=\frac{1}{8} a^{2}$, and $\rho_{4}=\frac{1}{16} a^{2}$, respectively, for the pairwise correlations, that is,

$$
\begin{equation*}
\rho=\boldsymbol{A} a^{2} \tag{33}
\end{equation*}
$$

with

$$
\rho=\left(\begin{array}{l}
\rho_{1} \\
\rho_{2} \\
\rho_{3} \\
\rho_{4}
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{c}
1 / 2 \\
1 / 4 \\
1 / 8 \\
1 / 16
\end{array}\right)
$$

Then, similarly to the twin example, Gaussian mixtures could be fitted to all pairwise relations, only varying the correlations from relation type to relation type. Or mixtures could be fitted separately for all relation types. Either way, the maximum likelihood mixture fitting would result in an estimated vector $\hat{\rho}(y)$ of local correlation curves, with a corresponding asymptotic variance-covariance matrix $\boldsymbol{S}(y)$. In particular, if the fitting was performed independently on the various relation types, with independent families, $\boldsymbol{S}(y)$ would be diagonal; otherwise there might be off-diagonal elements in $\boldsymbol{S}(y)$. The maximum likelihood mixture fitting would provide a local version $\hat{\boldsymbol{\rho}}(y)$ of $\rho$ on the left-hand side of Equation (33), which would be asymptotically normally distributed. The equation can then be solved using weighted least squares, or generalized least squares, to obtain

$$
\hat{a}^{2}(y)=\left(\boldsymbol{A}^{T} \boldsymbol{S}(y)^{-1} \boldsymbol{A}\right)^{-1} \boldsymbol{A}^{T} \boldsymbol{S}(y)^{-1} \hat{\boldsymbol{\rho}}(y)
$$

as an estimate of the local heritability. The estimate has the corresponding asymptotic variance

$$
\operatorname{Var}\left(\hat{a}^{2}(y)\right)=\left(\boldsymbol{A}^{T} \boldsymbol{S}(y)^{-1} \boldsymbol{A}\right)^{-1}
$$

Clearly, Equation (33) can be directly extended to more parameters such as shared environment, maternal genes, and so on, replacing $a^{2}$ with a suitable parameter vector. Further examples of using weighted least squares can be found elsewhere. ${ }^{9}$

Typically, the equation system will be overdetermined, that is, with more equations than parameters. In the twin example, for the parameter vector $\left(a^{2}(y), d^{2}(y)\right)$ in the ADE model, the coefficient matrix $\boldsymbol{A}$ is invertible, and the weighted least squares solution reduces to the previous solutions (11) and (12).

For family structures involving three family members, such as the mother-father-child trios presented here, a similar approach can be used to combine results from different family types. With larger family structures, the mixture fitting will become more complex. However, a simplified approach is likely to work well, particularly with large data samples; large family structures can be broken down into all pairwise relations, and the approach described above can be applied. ${ }^{28}$ Since a single individual may appear in several pairwise relations, bootstrapping, or similar procedures may be applied to obtain an estimate of $\boldsymbol{S}(y)$, which again allows solving by generalized least squares. Approaches for extended family structures will be further explored in a separate article.

## 5.2 | Model switching

As seen in Figure B6, estimated heritability and environment can fall outside the natural boundaries of 0 and 1 . This is a well-known problem with the moment equations, and has frequently been addressed in the literature. If the model is correctly specified in the first place, it is usually caused by sample variation when the sample size is small, and will disappear with larger sample sizes. Since the local heritability curves are more flexible than the standard model with a fixed overall heritability, the problem may occur more frequently with the local heritability models. We will not fully explore this issue here, but note that in Section 5.1, generalized least squares estimation can be performed with additional inequality restrictions, ${ }^{29}$ which will ensure that parameters remain within range.

However, an interesting approach, available in local models, is that one can switch from one model to another over the range of the phenotype. In Figure B6, it is seen that in the middle range of the phenotype, around a BMI of 22, the dominant component drops below zero, and the heritability climbs above one, indicating that in this region the twin ACE model would be more appropriate than the twin ADE model. It is conceivable that structurally different genetic models may apply in different ranges of the phenotype. Consequently, we also fitted an ACE model to the correlation curves derived in Section 4, and replaced the ADE model by the ACE model in the middle range of the BMI scale. Note that there is no difficulty in letting the local heritability curves switch from an ADE model to an ACE model locally. In particular, we see that when $\rho^{(\mathrm{MZ})}=2 \rho^{(\mathrm{DZ})}$, both (3) and (4) provide the same estimates for $a^{2}$ and $e^{2}$, and both $c^{2}$ and $d^{2}$ are estimated as zero. As seen in Figure B11, the resulting heritability curve is continuous across the $y$ values at which the model switches, and stays below one in the middle range.

Taken at face value, Figure B11 suggests that a common environment is more active in determining BMI at the central part of the BMI range, while dominant genes are more active for the smallest and largest BMIs. Clearly, given the restricted sample size of the BMI data, this conclusion should be treated with caution, and it also does not resolve the negative heritability estimates at the extreme ends of the scale. It illustrates, however, how local heritability models can extract more and possibly relevant information about heritability over the full range of the phenotype.

## 6 | DISCUSSION AND CONCLUSION

We have provided closed-form expressions for the correlation curve for exchangeable bivariate Gaussian mixtures. To our knowledge, this result is new and should be useful generally in situations where exchangeability can be assumed. Since differences in mean values may be accounted for using a linear predictor like (5), it is only exchangeability of the residuals, or the weaker condition (10), that is required. In the context of our family data, the exchangeability assumption is quite reasonable for twin data. In nuclear families, it is less obvious that parents and children have the exact same marginal distribution even when using covariates to adjust for systematic generational differences. With our generational BW data, we observe that the left hand tail in the parental distribution is smaller than that of the children distribution. As discussed in Subsection 4.2, this may well be a selection phenomenon; somebody born with a very low BW is less likely to become a parent, and are thus possibly underrepresented in our data file. For instance, increased mortality among the smallest newborns is thought to lead to a selection pressure on the BW distribution over generations. ${ }^{30}$

A restriction of our model is that we have applied it only in situations with simple family structures where moment estimators of the heritability are explicit. In larger family structures, several pairwise relationships may provide information about the same heritability parameters. For instance, family trios with sibling data add the sibling correlation as a source of information. ${ }^{20}$ In Section 5, we indicated how generalized least squares estimation may provide a way of combining them into a common estimate of heritability curves. ${ }^{9}$

Similar to the traditional moment-based estimator of heritability, the heritability curve can potentially violate its natural boundary by exceeding one or dropping below zero. In our twin BMI example, we chose the ADE model for the estimation since for the estimated overall correlations, $\rho^{(\mathrm{MZ})}>2 \rho^{(\mathrm{DZ})}$. However, as seen in Figure B6, there are values for $y$ (the BMI) where the estimated $d^{2}(y)$ drops below zero. One interesting aspect of the local heritability curves is that they not only allow, for instance, the $\mathrm{A}, \mathrm{D}$, and E components of the ADE twin model to change in size over the BMI range. They also allow switching to another model altogether-in this case the ACE model-whenever appropriate, as seen in Figure B11.

The choice of Gaussian mixtures was made due to their flexibility, in the spirit of nonparametric estimation, in addition to the fact that data are fairly close to being normally distributed. Our approach is pragmatic in the sense that we have not attempted to interpret individual mixture components as subpopulations. One reason for this is the negative estimates for some of the $\rho_{k}$ seen in both Table 2 and 4 , which would be hard to interpret biologically.

On the other hand, Gaussian mixtures are fully parametric models, which allows us to use the standard parametric toolbox. For instance, covariates can easily enter the mean, as in (5), and it would also be straight forward to formulate model in which the $\sigma_{k}$ were affected by family level covariates. A further benefit of having a parametric model is that we can select model complexity ( $m$ ) based on standard AIC or BIC criteria.

The parametric structure is also the basis for the results about the tail behavior of the correlation curve in Theorem 1. While the center of the distribution may have sufficient data to allow stable nonparametric estimation of the heritability, the estimates in the tails are more dependent on the model structure. This is both a strength and a weakness of the mixture model. The heritability curves converge to constant values in the tails, which makes the estimates more stable; on the other hand, those estimates depend on the dominant mixture components in the tails, and the number and placement of mixture components may not always be clear cut.

There are also well-known problems with Gaussian mixtures. Among these are local maxima on the likelihood surface, ${ }^{31}$ which can be explored by using different initial values for the numerical optimization. We avoided the classical "label switching" problem by constraining the parameters of the mixture ( $\sigma$ 's and $\mu$ 's), but have nevertheless observed some sensitivity of the parameter estimates in Table 4. Although we cannot guarantee that we have found the global optimum of the likelihood surface for the two datasets in Section 4, the choice of model complexity ( $m$ ) seems to be robust to the choice of initial values. Similarly, the shape of the correlation curves (and consequently heritability and environment curves) are quite stable. A related problem is that of singularity of the Fisher information matrix which can occur for mixture models. ${ }^{32}$ This could potentially affect the validity of AIC and BIC criteria, as well as the standard deviations based on the observed Fisher information that have been used throughout this article. Such standard deviations are produced automatically by TMB, and are very convenient in an exploratory phase, but we recommend that they are validated by simulation (parametric bootstrap).
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## APPENDIX A. PROOFS

Proof of Proposition 1. Let us recall some definitions introduced in Section 3:

$$
\begin{aligned}
g_{k}(y) & :=p_{k} \phi_{1}\left(y ; \mu_{k}, \sigma_{k}^{2}\right) \\
g(y) & :=\sum_{k=1}^{m} g_{k}(y) \\
p_{k}^{*}(y) & :=\frac{g_{k}(y)}{g(y)} \\
d_{k}(y) & :=-\left(y-\mu_{k}\right) / \sigma_{k}^{2} .
\end{aligned}
$$

First, note that

$$
\frac{g_{k}^{\prime}(y)}{g_{k}(y)}=d_{k}(y)
$$

Furthermore, define

$$
d(y):=\sum_{i=1}^{m} p_{i}^{*}(y) d_{i}(y)
$$

that is, the weighted average of the $d_{i}(y)$ 's. Then

$$
\frac{g^{\prime}(y)}{g(y)}=\frac{\sum_{i=1}^{m} d_{i}(y) g_{i}(y)}{g(y)}=d(y) .
$$

For any fraction $s(y)=a(y) / b(y)$ of differentiable functions, note that the chain rule can be written as $\frac{s^{\prime}(y)}{s(y)}=\frac{a^{\prime}(y)}{a(y)}-\frac{b^{\prime}(y)}{b(y)}$. Thus,

$$
\frac{p_{k}^{* \prime}(y)}{p_{k}^{*}(y)}=\frac{g_{k}^{\prime}(y)}{g_{k}(y)}-\frac{g^{\prime}(y)}{g(y)}=d_{k}(y)-d(y) .
$$

Recall from (23) that $\mu(y)=\mathrm{E}\left[Y_{1} \mid Y_{2}=y\right]=\sum_{i=1}^{m} p_{i}^{*}(y) \mu_{i}(y)$ is the conditional expectation,

$$
\begin{aligned}
\beta(y)=\mu^{\prime}(y) & =\sum_{i=1}^{m}\left(p_{i}^{*}(y) \mu_{i}^{\prime}(y)+p_{i}^{*^{\prime}}(y) \mu_{i}(y)\right) \\
& =\sum_{i=1}^{m} p_{i}^{*}(y)\left(\rho_{i}+\mu_{i}(y)\left(d_{i}(y)-d(y)\right)\right) \\
& =\sum_{i=1}^{m} p_{i}^{*}(y)\left(\rho_{i}+\left(\mu_{i}(y)-\mu(y)\right)\left(d_{i}(y)-d(y)\right)\right) \\
& =\sum_{i=1}^{m} p_{i}^{*}(y)\left(\rho_{i}+\left(\mu_{i}(y)-\mu(y)\right) d_{i}(y)\right),
\end{aligned}
$$

where we make use of $\sum_{i=1}^{m} p_{i}^{*}(y)\left(d_{i}(y)-d(y)\right)=0$ and $\sum_{i=1}^{m} p_{i}^{*}(y)\left(\mu_{i}(y)-\mu(y)\right)=0$.
A1 Proof of Theorem 1-asymptotic behavior of $\beta(y), \sigma^{\mathbf{2}}(\boldsymbol{y})$, and $\rho(y)$
For two functions $a(y)$ and $b(y)$, as $y \rightarrow \infty$ (or $-\infty$ ), we use the standard notation that $a(y) \sim b(y)$ means $\lim _{y \rightarrow \infty} a(y) / b(y)=1$, and $a(y) \ll b(y)$ means $\lim _{y \rightarrow \infty} a(y) / b(y)=0$. Our proofs below follow mostly from standard theory on asymptotic behavior of real functions. ${ }^{33}$

## Asymptotic behavior of mixture components

For one mixture component $g_{k}(y)$, the asymptotic behavior when $y \rightarrow \pm \infty$ is

$$
g_{k}(y) \sim C_{k} \exp \left(\frac{\mu_{k}}{\sigma_{k}^{2}} y-\frac{1}{2 \sigma_{k}^{2}} y^{2}\right)
$$

for a constant $C_{k}$. Comparing two components $g_{k}(y)$ and $g_{l}(y)$ with $\sigma_{k}^{2}<\sigma_{l}^{2}$, we clearly have

$$
\begin{equation*}
g_{k}(y) \ll g_{l}(y) \quad \text { as } \quad y \rightarrow \pm \infty \tag{A1}
\end{equation*}
$$

since the $y^{2}$-term dominates the asymptotics. If $\sigma_{k}^{2}=\sigma_{l}^{2}$, assume that $\mu_{k}<\mu_{l}$. Then

$$
\begin{equation*}
g_{k}(y) \ll g_{l}(y) \quad \text { as } \quad y \rightarrow+\infty \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{l}(y) \ll g_{k}(y) \quad \text { as } \quad y \rightarrow-\infty . \tag{A3}
\end{equation*}
$$

Let $a_{k}(y)$ be nonzero polynomial functions in $y$ for $k=1, \ldots, m$. Since polynomials are asymptotically dominated by exponentials of polynomials, the products $g_{k}(y) a_{k}(y)$ are asymptotically ordered in the same way as in (A1) to (A3) above.

## Asymptotic behavior of mixtures

Recall the definition of $K$ in Theorem 1. The results above apply directly to the sum $\sum_{k=1}^{m} g_{k}(y) a_{k}(y)$, which will asymptotically follow the dominant term with $k=K$. That is,

$$
\sum_{k=1}^{m} g_{k}(y) a_{k}(y) \sim g_{K}(y) a_{K}(y)
$$

In particular, for the full density we get

$$
g(y)=\sum_{i=1}^{m} g_{i}(y) \sim g_{K}(y)
$$

Similarly, if $k \neq K$,

$$
\begin{equation*}
p_{k}^{*}(y) a_{k}(y)=\frac{g_{k}(y) a_{k}(y)}{g(y)} \rightarrow 0 \tag{A4}
\end{equation*}
$$

and

$$
p_{K}^{*}(y) a_{K}(y) \sim a_{K}(y) .
$$

## Conditional mean $\boldsymbol{\mu}(\boldsymbol{y})$

Applying the above results to $\mu$, we obtain

$$
\mu(y)=\sum_{k=1}^{m} p_{k}^{*}(y) \mu_{k}(y) \sim \mu_{K}(y) \sim \rho_{K} \cdot y .
$$

Furthermore, letting $a_{k}(y)=\rho_{k}+\left(\mu_{k}(y)-\mu(y)\right) d_{k}(y)$, we get

$$
\beta(y)=\sum_{k=1}^{m} p_{k}^{*}(y) a_{k}(y) \sim a_{K}(y)
$$

However, by (A4),

$$
\left(\mu_{K}(y)-\mu(y)\right) d_{K}(y)=\sum_{k=1}^{m} p_{k}^{*}(y)\left(\mu_{K}(y)-\mu_{k}(y)\right) d_{K}(y) \rightarrow 0
$$

since the $K$ th term vanishes. It follows that

$$
\beta(y) \sim a_{K}(y) \rightarrow \rho_{K} .
$$

## Conditional variance $\sigma^{2}(y)$

For the conditional variance,

$$
\begin{aligned}
\sigma^{2}(y) & =\sum_{k=1}^{m} p_{k}^{*}(y)\left[\sigma_{k}^{2}\left(1-\rho_{k}^{2}\right)+\left[\mu_{k}(y)-\mu(y)\right]^{2}\right] \\
& \sim \sigma_{K}^{2}\left(1-\rho_{K}^{2}\right) .
\end{aligned}
$$

## Correlation curve $\rho(y)$

Finally, the result for the correlation curve $\rho(y)$ follows directly from the results for $\sigma^{2}(y)$ and $\beta(y)$.

## APPENDIX B. FIGURES



FIGURE B1 Birth weights (gram) for 81, 144 mother-father-child trios from the Norwegian Birth Registry. Diagonal: histograms of marginal birth weights. Lower triangle: pairwise scatter plots with estimated nonparametric regression line (blue) and identity line (dashed red), where $y=x$. Upper triangle: pairwise empirical correlation [Colour figure can be viewed at wileyonlinelibrary.com]

FIGUREB2 Path diagram representing the birth weight of mother $Y_{1}$, father $Y_{2}$, and child $Y_{3}$ (represented as squares). The traits are determined by the unobserved genotype values $(A)$ and environmental values $(C)$ (shown as circles), as well as the independent residual environmental values $(E)$ (not shown)


FIGUREB3 Illustration of the concept of a correlation curve and the role of exchangeability using simulated data. Strata A and B include all mother-child pairs for which the mother's trait value falls in the intervals [1,2] and [9, 10], respectively. Strata $A^{*}$ and $B^{*}$ include all mother-child pairs for which the child's trait value falls in the same intervals [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE B4 Illustration of the asymptotic tail behavior (red line) of the correlation curve and its builing blocks under a $m=3$ component mixture model: A, $\rho(y), \mathrm{B}, \beta(y), \mathrm{C}, \sigma^{2}(y)$, and D , $p_{k}^{*}(y)$. The mixture model has parameters $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)=(2,4,6)$,
$\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(1,2,4)$,
$\left(\rho_{1}, \rho_{2}, \rho_{3}\right)=(0.7,0.8,0.6)$ and
$\left(p_{1}, p_{2}, p_{3}\right)=(0.3,0.3,0.4)$ [Colour figure can be viewed at wileyonlinelibrary.com]
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component (k) - $1-2-3-4$


FIGURE B5 Estimated monozygotic (MZ) and dizygotic (DZ) twins correlation curves for the BMI data, with pointwise $95 \%$ confidence intervals (in gray). The dashed lines display the (overall) Pearson correlation within MZ and DZ twin pairs, respectively. The vertical green lines represent the 0.05 and 0.95 quantiles of the data [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE B6 Estimated heritability curve $a^{2}(y)$, dominant genetic component $d^{2}(y)$, and environment $e^{2}(y)$ for the body mass index (BMI) (y) data under the ADE model (Definition 1), with pointwise $95 \%$ confidence intervals (in gray). The red dashed lines display the classical estimates of heritability, dominant component, and environment, given by (4). The vertical green lines represent the 0.05 and 0.95 quantile in data [Colour figure can be viewed at wileyonlinelibrary.com]

FIGUREB7 Birth weight (gram) of a random subset of 5000 mother-child pairs taken from Figure B1. Also shown are 95\% level curves (ellipses) for each of the $m=4$ mixture components in Table 4, that is, each ellipse include $95 \%$ of the probability mass for that bivariate normal component [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE B8 Estimated mother-child (MC) and father-child (FC) correlation curves for the Norwegian Birth Registry data, with pointwise $95 \%$ confidence intervals (in gray). The dashed lines display the (overall) Pearson correlation within MC and FC pairs, respectively. The vertical green lines represent the 0.05 and 0.95 quantiles of the data [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE B9 Estimated local Gaussian correlation between mother and child. Note that this correlation measure has two location arguments $\left(y_{1}\right.$ and $y_{2}$ ) [Colour figure can be viewed at wileyonlinelibrary.com]


FIGUREB10 Estimated heritability curve $a^{2}(y)$, common environment $c^{2}(y)$, and residual environment $e^{2}(y)$ for the Norwegian Birth Registry data under the ACE model (Definition 3), with pointwise $95 \%$ confidence intervals (in gray). The red dashed lines display the classical estimates of heritability and environment, that is, empirical versions of (7). The vertical green lines represent the 0.05 and 0.95 quantiles of the data [Colour figure can be viewed at wileyonlinelibrary.com]



FIGURE B11 Illustration of model switching between ACE and ADE models for the body mass index (BMI) data. The quantities displayed are the same as in Figure B6 [Colour figure can be viewed at wileyonlinelibrary.com]

